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Abstract

In this paper we focus on collaborative multi-agent systems, where agents are distributed over a region of interest and collaborate to achieve a common estimation goal. In particular, we introduce two consensus-based distributed linear estimators. The first one is designed for a Bayesian scenario, where an unknown common finite-dimensional parameter vector has to be reconstructed, while the second one regards the nonparametric reconstruction of an unknown function sampled at different locations by the sensors. Both of the algorithms are characterized in terms of the trade-off between estimation performance, communication, computation and memory complexity. In the finite-dimensional setting, we derive mild sufficient conditions which ensure that distributed estimator performs better than the local optimal ones in terms of estimation error variance. In the nonparametric setting, we introduce an on-line algorithm that allows the agents to simultaneously compute the function estimate with small computational, communication and data storage efforts, as well as to quantify its distance from the centralized estimate given by a Regularization Network, one of the most powerful regularized kernel methods. These results are obtained by deriving bounds on the estimation error that provide insights on how the uncertainty inherent in a sensor network, such as imperfect knowledge on the number of agents and the measurement models used by the sensors, can degrade the performance of the estimation process. Numerical experiments are included to support the theoretical findings.
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1 Introduction

New low-cost technologies and wireless communication are promoting the deployment of networks with a large number of sensors (often called also nodes, or agents) which can communicate and collaborate to achieve a common objective. These networks, whose popularity and diffusion is increasing, can be employed for a wide range of applications such as remote surveillance of hazardous areas, environmental monitoring, and indoor target tracking [1,2]. Although these networks promise incredible advantages as compared to more traditional technologies, they also pose challenging novel questions from both theoretical and practical perspectives in terms of information compression [3], distributed learning [4], and event detection [5,6], just to name a few.

1.1 Literature review

Over the multitude of different multi-agent systems, we focus on collaborative ad-hoc wireless sensor networks, i.e., networks in which sensors are randomly distributed over a region of interest and collaborate to achieve a common goal [7]. We assume that agents have limited computational and communication capabilities, that there are no central coordinating units or fusion centers, and that each sensor aims at obtaining a shared knowledge close to the one computable through a centralized strategy. Finally we assume that the topology can be dynamic, allowing agents to randomly appear, disappear or move. For this reason we will let the nodes have only a limited topological knowledge. In particular we assume that
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they only know the probability density of their physical location. Examples of such networks are wireless sensor networks for forest-monitoring where identical sensors are dropped from an helicopter, or networks of mobile robots exploring an unknown but limited region.

In this paper we focus on the problem of distributed regression [8, 9] subject to communication and computational constraints for parametric [10] and nonparametric [11] models. In the context of parametric estimation, several distributed strategies have been proposed. For example, in [12] the authors focus on consensus-based decentralized estimation of deterministic parameter vectors, considering both Maximum Likelihood (ML) and Best Linear Unbiased Estimation (BLUE) schemes, solved through a set of convex minimization subproblems. Distributed convex optimization has also been used in [13] to distributedly compute the Linear Minimum Mean Square-Error (LMMSE) estimate of an unknown signal through the parallelization of coordinate descent steps. Similar techniques have been used in [14], where authors consider three different consensus-based distributed Lasso regression algorithms: the first based on quadratic programming techniques, the second on cyclic coordinate descent steps, and the third on the decomposition of the original cost function into smaller optimization subproblems. Other authors proposed distributed inference schemes based on graphical models, like in [15] or in [16], offering an LMMSE estimator that exploits a particular implementation of the Gauss-Seidel matrix inversion algorithm.

Parametric descriptions of processes naturally arise in scenarios where it is possible to formulate a specific class of finite-dimensional models such as polynomials or radial basis functions. However, there are problems for which this is difficult and nonparametric estimation has been found to be more suitable and effective. In particular, the nonparametric approaches have been proved to be consistent with respect of a large number of models classes, such as the NARX models [17]. Within this framework, the theory of reproducing kernel Hilbert spaces (RKHSs) [18] has been often used for regression purposes [19, 20]. This theory has been successfully used also in distributed scenarios: for example, [21] considers the problem of jointly estimating time delays and functions, while [22] proposes a distributed regularized kernel Least Squares (LS) regression problem based on successive orthogonal projections. Similarly, in [23] the authors extend [22] by proposing modifications reducing the communication burden and synchronization assumptions. In [24], a reduced order model approach is proposed, where sensors construct an estimate considering only a subset of the representing functions that would be used to form the optimal solution. Other approaches involve message-passing based schemes in graphical models: in [25] the authors consider a nonparametric distributed regression algorithm that is subject to communication constraints, while [26] considers kernel linear regressors without regularizing terms.

Although the current trend is towards the design of purely distributed algorithms where each agent runs the same algorithm, also hierarchical strategies have been proposed. For example, [27] offers a distributed Bayesian learning scheme where a supervisor node fuses the results of local outputs, [28] proposes an iterative conditional expectation algorithm that distributedly estimates a deterministic function, while [29] uses a pre-defined cyclic learning schemes based on information routing tables.

An other interesting research field is given by mobile sensor networks, where agents exploit their motion capabilities to perform particular tasks. Examples are [30], where the author introduces the so-called Distributed Kriged Kalman Filter, an algorithm used to estimate the distribution of a dynamic Gaussian random field and its gradient. We notice that in [30] sensors estimate their own neighborhood and not to the global scenario. In the same framework, in [31] authors develop a distributed learning and cooperative control algorithm where sensors estimate a static field. The field is modeled as a network of radial basis functions whose number and centers location are known in advance by sensors. Nonparametric schemes are applied also in [32], where the mobile sensor network distributedly estimates a noisily sampled scalar random field through opportune Nearest-Neighbors interpolation schemes, and in [33], where the authors use subsets of measurements to perform Gaussian processes based regression and robots coordination.

### 1.2 Contribution

In this work, we consider a situation where each sensor collaborates to estimate a global unknown parameter vector or function, so that at the end of the process each node will have the same copy of the estimate. We propose several distributed estimation algorithms, for both the parametric and the nonparametric scenario. All the proposed numerical schemes are characterized in terms of the trade-off between estimation performance and communication, computation, memory complexity. In particular, regarding the estimation performance, two types of quantitative bounds are provided. The first types of bounds are derived in a Bayesian parametric scenario, are related to the estimation error variance and can be computed off-line, i.e., before the measurements become available to the sensors. They tend to be pessimistic but permit to gain insights on how the uncertainty inherent in the network, such as the imperfect knowledge on the number of agents, can degrade the performance of the estimation process. The second types of bounds obtained in this paper are more general under many aspects. The non-parametric strategy adopted here is inspired by the recent studies on approximated regularization methods contained in [34], but it is extended to include a more general model for the measurement process and to be applicable to distributed multi-agent systems. More specifically, rather than a Bayesian setting, we instead con-
sider a scenario where the unknown function is deterministic and belongs to a possibly infinite-dimensional space. In accordance with the modern paradigm of statistical learning theory, see [35], this permits to obtain bounds that are not affected by possible statistical modeling errors on the function to reconstruct. Moreover, each sensor collects noisy measurements at different locations, which are unknown to the other sensors. The sole knowledge shared by the nodes are the stochastic mechanism from which the sampling locations are drawn and the size of the hypotheses space, that can be computed off-line exploiting opportune guidelines. Finally, the bounds are computed on-line, after the measurement process is performed, adding some extra complexity. However, they turn out to be accurate in quantifying the distance between the estimate of the proposed distributed version and the estimate obtainable by a centralized version of a Regularization Network (RN) [20,36], one of the most powerful and used regularized kernel methods.

In particular, our bounds account for the uncertainty in the number of sensors present in the network, the uncertainty relative to the different measurement models used by the agents as well as the infinite-dimensional nature of the hypothesis space. Differently from the other distributed learning approaches present in the literature and listed above, our scheme is able to provide a certificate of quality of the estimate on a non-asymptotic basis.

It is important to notice that the techniques we propose rely on computation of averages, that can be distributedly computed through consensus algorithms [37,38,39,40]. This is attractive because of their simplicity, their completely asynchronous communication schemes, their robustness to nodes and links failures, their scalability with the network size, and the absence of a coordination unit. In what follows, we will assume that the communication graph is sufficiently connected in order to allow the computation of consensus algorithms [41] and that a sufficient number of consensus steps are performed to guarantee convergence to the true average. In addition, we consider the static scenario, where distributed inference is indeed a topic of recent interest within the control’s community, e.g., see [30,31,32].

The paper is structured as follows: Section 2 introduces the parametric distributed estimator, that is characterized in Section 3. Section 4 deals with the nonparametric scenario and proposes a number of estimators, whose tuning and quantification of prediction capabilities are offered in Sections 5 and 6, respectively. The theoretical results are complemented with numerical simulations in Section 7, while in Section 8 some concluding remarks are drawn. In the interest of clarity, all the proofs of the propositions and theorems are gathered in the Appendix.

2 Parametric distributed estimation algorithms

In this section we consider $S$ distinct sensors each of them taking $M$ scalar noisy measurements on the same input locations. We model this scenario in a parametric framework as

$$y_i = Cb + \nu_i, \quad i = 1, \ldots, S$$

where $y_i \in \mathbb{R}^M$ is the measurements vector collected by the $i$-th sensor, and $b \in \mathbb{R}^E$ is the vector of unknown parameters modeled as a zero-mean Gaussian vector with autocovariance $\Lambda_0$, i.e., $b \sim \mathcal{N}(0, \Lambda_0)$. In addition, $\nu_i \in \mathbb{R}^M$ is the noise vector with density $\mathcal{N}(0, \sigma^2 I)$, independent of $b$ and of $\nu_j$, for $i \neq j$. Finally, $C \in \mathbb{R}^{M \times E}$ is a known matrix identical for all sensors.

The more general scenario where the variances of the measurement noise may be different among sensors, i.e., $\nu_i \sim \mathcal{N}(0, \sigma_i^2 I)$, was addressed in [42].

2.1 Local Bayesian estimation

Under the assumptions above, the local Minimum Mean Square Error (MMSE) estimator of $b$ given $y_i$ is unbiased and given by [10]

$$b_i^* := \mathbb{E}[b | y_i] = \text{cov}(b, y_i)(\text{var}(y_i))^{-1} y_i$$

$$= \Lambda_0 C^T \left( C \Lambda_0 C^T + \sigma^2 I \right)^{-1} y_i = K_{y_i} y_i$$

$$= \left( \Lambda_0^{-1} + \frac{C^T C}{\sigma^2} \right)^{-1} \frac{C^T y_i}{\sigma^2} = H_{y_i} y_i$$

where $i_i := C^T y_i / \sigma^2$, while the autocovariance of the local estimation error is

$$\Lambda_i = \Lambda_T := \text{var}(b - b_i^*) = \left( \Lambda_0^{-1} + \frac{C^T C}{\sigma^2} \right)^{-1}$$

and is independent of the measurements $y_i$. In the distributed estimation framework we assume that each sensor wants to exchange information in order to refine the knowledge about $b$. The performance metrics will be in terms of the estimation error variance.

2.2 Centralized Bayesian estimation

If $S \geq 2$ and all measurements $\{y_i\}_{i=1}^S$ are collected by a central unit, the MMSE estimate of $b$ given $\{y_i\}_{i=1}^S$ can be computed as

$$b_c := \text{cov} \left( \begin{bmatrix} y_1 \\ \vdots \\ y_S \end{bmatrix} \right) \var \left( \begin{bmatrix} y_1 \\ \vdots \\ y_S \end{bmatrix} \right)^{-1} \begin{bmatrix} y_1 \\ \vdots \\ y_S \end{bmatrix}$$

(4)
\[
\text{var}\left(\begin{bmatrix} y_1 \\ \vdots \\ y_S \end{bmatrix}\right) = \begin{bmatrix} V(\sigma^2) & \cdots & V(0) \\ \vdots & \ddots & \vdots \\ V(0) & \cdots & V(\sigma^2) \end{bmatrix}
\]  
(5)

with
\[
V(\theta) := C\Lambda_0 C^T + \theta I.
\]  
(6)

Note that \( V(\sigma^2) = \text{var}(y_i) \), i.e., \( V(\sigma^2) \) corresponds to the variance of a generic measurements vector \( y_i \). Using the matrix inversion lemma and simple algebraic manipulations, (4) can be rewritten in two equivalent forms, i.e., as
\[
\bar{b}_c = \Lambda_0 C^T \left( C\Lambda_0 C^T + \frac{\sigma^2}{S} I \right)^{-1} \left( \sum_{i=1}^{S} y_i \right) = K_c \bar{y}
\]  
where \( \bar{y} := 1/S \sum_{i=1}^{S} y_i \) and \( K_c \in \mathbb{R}^{E \times M} \) or as
\[
\bar{b}_c = \left( \frac{1}{S} \Lambda_0^{-1} + \frac{C^T C}{\sigma^2} \right)^{-1} \left( \frac{1}{S} \sum_{i=1}^{S} C^T y_i \right) = H_c \bar{y}
\]  
(8)

where \( \bar{y} := 1/S \sum_{i=1}^{S} C^T y_i / \sigma^2 \) and \( H_c \in \mathbb{R}^{E \times E} \). To compute \( b_c \) through (7), sensors need to achieve an average consensus on their sets of measurements \( y_i \), which are \( M \)-dimensional vectors, while to compute \( b_o \) through (8) they need to reach a consensus consensus on the transformed measurement vectors \( i_i = C^T y_i / \sigma^2 \) which are \( E \)-dimensional vectors.

In order to be consistent with the nonparametric part of the paper, we will consider only (8). Obviously, the variance of the estimation error is the same for both the forms, and is given by
\[
\Lambda_c := \text{var}(b_c - b) = \frac{1}{S} \left( \frac{1}{S} \Lambda_0^{-1} + \frac{C^T C}{\sigma^2} \right)^{-1}.
\]  
(9)

### 2.3 Distributed Bayesian estimation

To implement the optimal estimation strategy given in (8), sensors need both to reach consensus on their \( C^T y_i / \sigma^2 \) and also properly weight the contribution of the prior \( \Lambda_0 \). This implies that all the sensors must have perfect knowledge on \( S \), the actual number of agents participating to the consensus process. Since sometimes this request cannot be satisfied, it is interesting to characterize the performance of the approximated distributed estimation strategy
\[
b_d(S_g) := \left( \frac{1}{S_g} \Lambda_0^{-1} + \frac{C^T C}{\sigma^2} \right)^{-1} \left( \frac{1}{S} \sum_{i=1}^{S} C^T y_i / \sigma^2 \right) = H_d \hat{y}
\]  
(10)

where \( S_g \) is an estimate of the number of sensors in the network. To simplify the notation, in the following we denote \( b_d(S_g) \) as \( b_d \) unless differently stated. Simple algebraic manipulations lead to the computation of the corresponding estimation error covariance
\[
\Lambda_d(S_g) := \text{var}(b_d - b) = H_d \left( \frac{1}{S_g} \Lambda_0^{-1} + \frac{S}{S_g} C^T C \right) H_d.
\]  
(11)

Notice that for \( S_g = 1 \), then \( b_d(1) = 1/S \sum_{i=1}^{S} b_i^T \), i.e., the average the local estimators, while for \( S_g = +\infty \) then \( b_d(\infty) = (S C^T C)^{-1} \left( \sum_{i=1}^{S} C^T y_i \right) \), i.e., the least squares solution which discards the prior information on \( b \), and finally for \( S_g = S \) then \( b_d(S) = b_c \), i.e., the centralized solution.

### 3 Characterization of the parametric distributed estimation algorithm

In this section, we determine conditions on the parameter \( S_g \) that guarantee \( \Lambda_d(S_g) \leq \Lambda_r \), hence ensuring that a distributed strategy sharing information among nodes is better than the one using only local information. Moreover, we determine the accuracy of the distributed strategy (10), as compared to the centralized solution (8). These two scenarios are addressed separately.

#### 3.1 Distributed versus local estimation

It is possible to derive the following result.

**Theorem 1** Let \( d_{\text{min}} \) be the smallest eigenvalue of \( C\Lambda_0 C^T \). If one of the two following conditions is satisfied:
\[
\text{(a)} \quad \frac{(S - 1)d_{\text{min}}}{\sigma^2} > 1 \quad \text{and} \quad S_g \in [1, 2S - 1] \quad \text{(12)}
\]
then \( \Lambda_d \leq \Lambda_r \).

The sufficient condition (12)-(a) implies that the distributed estimator is always better than the local one for all \( S_g \in [1, +\infty) \). In particular, the ratio \( (S - 1)d_{\text{min}}/\sigma^2 \) can be interpreted as the smallest signal-to-noise ratio (SNR) among all possible output directions, therefore the inequality states that if the SNR is sufficiently large, then the distributed estimator always provides a better performance than the local one. The second sufficient condition (12)-(b) of the previous Theorem can be considered universal since it holds for every prior \( \Lambda_0 \), number of measurements \( M \), number of parameters \( E \), measurement noise variance \( \sigma^2 \), and matrix \( C \). It assures
that there exists a large set of potential guesses of number of sensors \( S_g \) for which the distributed estimator \( b_d \) is performing better than the local one \( b_l \), for all possible SNRs. In particular, this theorem confirms the intuition that the average of the local estimators, i.e., \( S_g = 1 \), always produces a better estimate. Moreover, even rough estimates of \( S \) are likely to improve the estimation performance as compared to the local estimator.

Although the conditions in Theorem 1 are only sufficient, they are nonetheless tight, in the sense that there are scenarios for which, if they are not satisfied, then \( \Lambda_d > \Lambda_f \). This is in fact the case of scalar systems, i.e., \( b \in \mathbb{R} \), as shown in Section 3.3.

3.2 Distributed versus centralized estimation

Although we always have \( \Lambda_c \leq \Lambda_d \), it is relevant to study the influence of the parameter \( S_g \) on the distance between the centralized estimator \( b_c \) and the distributed estimator \( b_d \). If prior bounds about the unknown parameter \( S \) are available, i.e., \( S \in [S_{\min}, S_{\max}] \), then it is possible to prove the following theorem:

**Theorem 2** Under the assumption that \( S \in [S_{\min}, S_{\max}] \) then

\[
\frac{\|b_d - b_c\|_2}{\|b_d\|_2} \leq \frac{S_{\max}}{S_{\min}} - 1 \quad (13)
\]

for all \( S_g \in [S_{\min}, S_{\max}] \).

Although the bound provided in the theorem could be ameliorated if additional knowledge about \( \Lambda_0 \) and \( C \) were available, it is tight as shown in the example below.

3.3 Numerical examples

We consider the particular scalar case \( E = 1, M = 1, \Lambda_0 = 1, C = 1 \) and \( S = 100 \), which implies \( d_{\min} = 1 \), and analyze the performance of the distributed estimator as a function of the measurement noise level \( \sigma^2 \) and the guess \( S_g \). In this special scenario, it is possible to show that the bounds of Theorem 1 and 2 are indeed tight. In fact, according to condition (12)-(a), Theorem 1 is satisfied for \( \sigma^2 < \sigma^2 := 99 \). However, it is easy to verify that if \( \sigma^2 = \sigma^2 \) and \( S_g > 2 \cdot 10^4 \) then \( \Lambda_d(S_g) > \Lambda_f \). Similarly, according to condition (12)-(b), \( \Lambda_d(S_g) \leq \Lambda_f \) for \( S_g \leq 2S - 1 \), however it can be checked that if \( S_g \geq 2S \) and \( \sigma^2 > 4 \cdot 10^4 \) then \( \Lambda_d(S_g) > \Lambda_f \). Figure 1 graphically displays the distributed estimator error performance \( \Lambda_d \) as a function of \( S_g \) for different values of the measurement noise variance \( \sigma \), as well as the local estimator performance \( \Lambda_f = \frac{\sigma^2}{\sigma^2 + 1} \approx 1 \).

Under the same scalar scenario, Figure 2 compares the true relative error

\[
e_d = \frac{\|b_d - b_c\|_2}{\|b_d\|_2} = \frac{(S - S_g)\sigma^2}{(S + \sigma^2)S_g} \quad (14)
\]

with bound (13) provided in Theorem 2, for different values of \( S_{\max}/S_{\min}, S_g, S \) and \( \sigma^2 \). Although this bound is often pessimistic, it is indeed tight, in fact for \( S = S_{\max} \) and \( S_g = S_{\min} \) then \( \lim_{\sigma^2 \to +\infty} e_d = \frac{S_{\max}}{S_{\min}} - 1 \).

A more realistic scenario would also include uncertainty on the mean and variance of the measurement process. A possible generalization is, for example, to consider a probabilistic model for the mean and variance based on some hyper-parameters, and then find performance bounds on these hyper-parameters. However, these derivations are not straightforward, and we rather propose to address the need of a more realistic measurement processes by considering a non-parametric scenario.

4 Nonparametric distributed function estimation

4.1 Centralized scenario

Let \( f_o : \mathcal{X} \to \mathbb{R} \) denote an unknown deterministic function defined on the compact \( \mathcal{X} \subset \mathbb{R}^d \). Assume there are
with $\nu_i$ white noise and $i$ the sensor index. We assume that each input location $x_i$ is known only to the $i$-th sensor and that it is independently drawn from a probability measure $\mu$ known to all the sensors.

Given the data set $\{x_i, y_i\}_{i=1}^S$, one of the most used approaches to estimate $f_\mu$ relies upon the Tikhonov regularization theory [44]. The hypothesis space is typically given by a reproducing kernel Hilbert space (RKHS) defined by a Mercer Kernel $K : \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}$ [45,46,47]. In particular, let $\mathcal{L}^2(\mu)$ be the set of the Lebesgue square integrable functions under the measure $\mu$, and define the positive integral operator

$$L_{K,\mu}[g](x) := \int_{\mathcal{X}} K(x, x') g(x') d\mu(x') \ .$$

Its eigenvalues $\lambda_e$ and eigenfunctions $\phi_e$ can be computed as, e.g., in [17], and satisfy

$$\lambda_e \phi_e(x) = L_{K,\mu}[\phi_e](x) \quad (17)$$

with $\lambda_1 \geq \lambda_2 \geq \ldots \geq 0$. The following result holds.

**Theorem 3 ([48])** Let $K$ be a Mercer kernel on $\mathcal{X} \times \mathcal{X}$, $\lambda_e > 0 \ \forall e$ and $\mu$ a non-degenerate measure. Then, $\{\phi_e\}_{e=1}^\infty$ is an orthonormal basis in $\mathcal{L}^2(\mu)$ while the associated RKHS is

$$\mathcal{H}_K := \left\{ g \in \mathcal{L}^2(\mu) \ \text{s.t.} \ g = \sum_{e=1}^\infty \alpha_e \phi_e \right\} \quad (18)$$

with $\{\alpha_e\}$ s.t. $\sum_{e=1}^\infty \alpha_e^2 / \lambda_e < +\infty$.

Moreover, if $g_1 = \sum_{e=1}^\infty \alpha_e \phi_e$ and $g_2 = \sum_{e=1}^\infty \beta_e \phi_e$, their inner product is $\langle g_1, g_2 \rangle_{\mathcal{H}_K} = \sum_{e=1}^\infty \alpha_e \beta_e / \lambda_e$.

Notice that, if $g = \sum_{e=1}^{+\infty} \alpha_e \phi_e \in \mathcal{H}_K$ and $\alpha := [\alpha_1, \alpha_2, \ldots]^T$, orthogonality of eigenfunctions in $\mathcal{L}^2(\mu)$ implies that

$$\|g\|^2_{\mathcal{L}^2(\mu)} = \sum_{i=1}^{+\infty} \sum_{j=1}^{+\infty} \alpha_i \alpha_j \int_{\mathcal{X}} \phi_i(x) \phi_j(x) d\mu(x) = \|\alpha\|^2_2 \quad (19)$$

In the following, we will use the shorthands $\|\cdot\|_{\mathcal{H}_K}$ for $\|\cdot\|^2_{\mathcal{L}^2(\mu)}$ and $\|\cdot\|_2$ for $\|\cdot\|^2_{\mathcal{L}^2(\mu)}$.

According to the regularization theory, a common choice for the cost function is

$$Q(f) := \sum_{i=1}^S (y_i - f(x_i))^2 + \gamma \|f\|_2^2 \quad (20)$$

and the estimate of the unknown function is

$$f_c := \arg \min_{f \in \mathcal{H}_K} Q(f) \quad .$$

In (20), $\gamma$ is the so called regularization parameter that trades off empirical evidence and smoothness information on $f_\mu$. It is well known that $f_c$ admits the structure of a Regularization Network, see [49], being the sum of $S$ basis functions with expansion coefficients obtainable by inverting a system of linear equations. More precisely, one has

$$f_c = \sum_{i=1}^S c_i K(x_i, \cdot) \quad , \quad \begin{bmatrix} c_1 \\ \vdots \\ c_S \end{bmatrix} = (\mathbf{K} + \gamma \mathbf{I})^{-1} \begin{bmatrix} y_1 \\ \vdots \\ y_S \end{bmatrix} \quad (22)$$

where

$$\mathbf{K} := \begin{bmatrix} K(x_1, x_1) & \cdots & K(x_1, x_S) \\ \vdots & \ddots & \vdots \\ K(x_S, x_1) & \cdots & K(x_S, x_S) \end{bmatrix} \ .$$

**Remark 4** The estimate $f_c$ in (21) admits also a Bayesian interpretation. In fact, if $f_\mu$ is modeled as the realization of a zero-mean Gaussian random field with covariance $K$, the noise $\nu_i$ is Gaussian, independent of the unknown function and with variance $\sigma^2$, setting $\gamma = \sigma^2$ one has

$$f_c(x) = \mathbb{E} \left[ f_\mu(x) \big| \{x_i, y_i\}_{i=1}^S \right] \quad .$$

Hence, under such Bayesian perspective, the problem of reconstructing $f_\mu$ is a generalization of that discussed in Section 2. The increased complexity derives from the fact that the problem is now infinite-dimensional and each sensor has not a complete knowledge of the measurement model of the other agents, since the input location $x_i$ is known only to the $i$-th sensor.

Notice that the computation of $f_c$ requires $O(S^3)$ operations and the processing unit has to store all the $x_i$’s. This can be impractical in a distributed estimation scenario, where agents may have both limited computational and communication resources. To overcome these
problems, in Section 4.2 we will derive an alternative distributed estimation strategy by restricting the hypothesis space to a closed subspace $\hat{\mathcal{H}}_K \subset \mathcal{H}_K$. The following proposition shows that the resulting estimator has favorable theoretical properties. In particular, as the number of sensors $S$ goes to $+\infty$, it returns the best possible approximation of $f_\mu$ in $\hat{\mathcal{H}}_K$. The result is obtained along the same lines used in [50,51] to characterize the estimator (21).

**Proposition 5** Let $0 < \delta < 1$ and define the closed subspace $\mathcal{H}_K := \text{span}_{x \in \mathcal{I}} \{ \phi_x \}$, where the overline denotes the closure in $\mathcal{H}_K$, and where $\mathcal{I} \subset \mathbb{N}_+$. Define

$$\hat{f}_S := \arg \min_{f \in \mathcal{H}_K} \sum_{i=1}^S \frac{(y_i - f(x_i))^2}{S} + \gamma \|f\|_\mathcal{H}_K^2. \quad (25)$$

Then, assuming $|y_i| \leq \bar{Y}$ a.s.\(^5\), if $S \rightarrow +\infty$ then $\hat{f}_S$ converges in probability to the projection of $f_\mu$ onto $\hat{\mathcal{H}}_K$, denoted by $f_\mu^{\hat{\mathcal{H}}_K}$. In particular, let

$$\gamma = \frac{8K^2 \log(\frac{1}{\delta})}{\sqrt{S}}, \quad K := \sup_{x_1,x_2 \in \mathcal{K}} \sqrt{K(x_1,x_2)}, \quad (26)$$

$$D := \frac{\sqrt{2 \log(\frac{1}{\delta})}}{S^{\frac{3}{4}}} \left(3\bar{Y} + 2K \|f_\mu^{\hat{\mathcal{H}}_K}\|_\mathcal{H}_K \right) + \|f_\mu^{\hat{\mathcal{H}}_K}\|_\mu,$$

where $f_\mu^{\hat{\mathcal{H}}_K}$ is the projection of $f_\mu$ onto the orthogonal of $\hat{\mathcal{H}}_K$ in $\mathcal{H}_K$. Then

$$\mathbb{P} \left[ \|\hat{f}_S - f_\mu\|_\mu \leq D \right] \geq 1 - \delta. \quad (27)$$

**Remark 6** Despite of the possible stochastic interpretation of the problem recalled in Remark 4, in all section $f_\mu$ always represents an unknown but deterministic function. It is worth stressing that in this scenario the bounds that one obtains, regarding the performance of the proposed estimator, are more robust since they are not affected by errors in the statistical modeling of $f_\mu$. This is in accordance with the modern statistical learning theory as described, e.g., in [35]. An example of this has been already provided in Proposition 5 where the validity of (27) just requires $f_\mu$ to belong to an infinite-dimensional space that may contain a very wide class of functions. For instance,

---

\(^4\) We notice that (25) is identical to (20) up to a factor $S$ dividing the regularization parameter $\gamma$. The choice for this notation has been driven by a desire of consistency with the notation used in [50,51].

\(^5\) This is a standard assumption in the modern statistical learning literature. It is easy to relax it to handle Gaussian noise scenarios, but this would excessively complicate the proofs in a way that is beyond the scope of this paper.

---

We now consider a particular finite-dimensional subspace $\mathcal{H}_K$, denoted by $\mathcal{H}_K^E$, that is generated by the first $E$ eigenfunctions $\phi_\epsilon$, i.e.,

$$\mathcal{H}_K^E := \left\{ g \in \mathcal{L}^2(\mu) \text{ s.t. } g = \sum_{\epsilon=1}^E \alpha_\epsilon \phi_\epsilon \right\} \text{ with } [\alpha_1, \ldots, \alpha_E]^T \in \mathbb{R}^E. \quad (28)$$

The particular choice for $\mathcal{H}_K^E$ is motivated by the presence of the penalty term $\|f\|_\mathcal{H}_K$ used to obtain the function estimate. It can also be justified using the Bayesian framework described in Remark 4 under which, before seeing the data, $\mathcal{H}_K^E$ represents the subspace that captures the biggest part of the signal variance among all the subspaces of dimension $E$. This is in accordance with the Rayleigh’s principle [53,54] which underlies Principal Component Analysis.

Using $\mathcal{H}_K^E$ as hypothesis space, the estimate of $f_\mu$ is given by

$$f_r := \arg \min_{f \in \mathcal{H}_K^E} Q(f). \quad (29)$$

As it will be clear in the sequel, it is now convenient to reformulate the estimates $f_s$ and $f_r$ through the map $T : \mathcal{H}_K \rightarrow \mathbb{R}^\infty$ that is induced by definition (18) and associates to a function $f = \sum_{\epsilon=1}^E a_\epsilon \phi_\epsilon$ the sequence $[a_1, a_2, \ldots]$, i.e., $T[f] = [a_1, a_2, \ldots]^T$. With a little abuse of notation, we also equip $\mathbb{R}^\infty$ with the norm $\|a\|_K^2 := \sum_{\epsilon=1}^\infty a_\epsilon^2$ so as to make $T$ an isometric mapping. In what follows, if $A$ is a matrix with an infinite number of columns and rows, and $w$ is a column vector with an infinite number of rows, then $Aw$ is the vector with $i$-th element equal to $\sum_{j=1}^\infty A_{ij}w_j$. In addition, $A^{-1}$ denotes the inverse of the operator induced by $A$, i.e., we use notation of ordinary algebra to handle infinite-dimensional objects.

Exploiting $T[\cdot]$, the measurement model (15) can thus be rewritten as

$$y_i = C_i b + \nu_i, \quad i = 1, \ldots, S \quad (30)$$

where $b = T[f_\mu]$ and

$$C_i := [\phi_1(x_i), \phi_2(x_i), \ldots]. \quad (31)$$

Notice that $C_i$ is a stochastic i.i.d. sequence whose distribution depends on $\mu$. The two following propositions

---

\(^6\) We use the subscript $r$ to recall that $f_r$ lies in a reduced hypothesis space.

\(^7\) We recall that the $\lambda_\epsilon$’s and $\phi_\epsilon$’s can be computed as in [17].
can be obtained as immediate consequences of the results in [34], thus proofs are omitted.

**Proposition 7** Let
\[ Q(b) := \sum_{i=1}^{S} (y_i - C_i b)^2 + \gamma \|b\|_K^2. \] (32)

Then
\[ b_c := \text{arg} \min_{b} Q(b) = \left( \text{diag} \left( \frac{\gamma}{\lambda_c} \right) + \sum_{i=1}^{S} C_i \right)^{-1} \left( \sum_{i=1}^{S} C_i^T y_i \right) \] (33)

with \( \text{diag}(\alpha_c) \) to indicate the matrix with diagonal elements given by \( \alpha_1, \alpha_2, \ldots \). Furthermore, \( T[f_c] = b_c \) where \( f_c \) is defined in (21).

Since (33) involves infinite dimensional vectors, approximated solutions in \( \mathcal{H}^E_K \) are now searched. To this aim, defining
\[ C_i^E = C_i^E(x_i) := [\phi_1(x_i), \cdots, \phi_E(x_i), 0, 0, \ldots] \] (34)

the following proposition is obtained.

**Proposition 8** Let
\[ Q^E(b) := \sum_{i=1}^{S} (y_i - C_i^E b)^2 + \gamma \|b\|_K^2. \] (35)

Then
\[ b_r := \text{arg} \min_{b} Q^E(b) = \left( \text{diag} \left( \frac{\gamma}{\lambda_r} \right) + \sum_{i=1}^{S} C_i^E \right)^{-1} \left( \sum_{i=1}^{S} C_i^E^T y_i \right) \] (36)

and \( T[f_r] = b_r \) where \( f_r \) is defined in (29).

Notice that even if \( (C_i^E)^T C_i^E \) is an infinite dimensional matrix, only its \( E \times E \) upper-left block can contain non-zero elements. In the same way, every infinite dimensional vector \( (C_i^E)^T y_i \) can have non-zero elements only in its first \( E \) components. This implies that also \( b_r \) can have non-zero elements only in its first \( E \) components.

4.2 Distributed scenario

The steps developed in the previous section are reminiscent of the work [34]. In this section, these steps are used as a starting point for a different analysis whose aim is to understand how (33) can be distributedly computed. We also propose an additional estimator which is simpler to compute in a distributed scenario and we quantify its performance. To this aim, the expression for \( b_r \) given in (36) can now be rewritten in a form suited to distributed estimation, i.e.,
\[ b_r = \left( \frac{1}{S} \text{diag} \left( \frac{\gamma}{\lambda_r} \right) + \frac{1}{S} \sum_{i=1}^{S} (C_i^E)^T C_i^E \right)^{-1} \left( \frac{1}{S} \sum_{i=1}^{S} (C_i^E)^T y_i \right). \] (37)

This shows that \( b_r \) can be distributedly computed through two parallel average consensus algorithms, one on \( (C_i^E)^T C_i^E \) and one on \( (C_i^E)^T y_i \). However, practical implementation of (37) may still be problematic. In fact, the agents must know the exact number of measurements/sensors \( S \). In addition, the amount of information that needs to be transmitted could be too elevated, since it scales with the square of \( E \). For these reasons, it is useful to define another approximation of \( b_r \) (and \( b_c \)) as follows
\[ b_d := \left( \frac{1}{S} \text{diag} \left( \frac{\gamma}{\lambda_e} \right) + I \right)^{-1} \left( \frac{1}{S} \sum_{i=1}^{S} (C_i^E)^T y_i \right). \] (38)

Notice that \( b_d \) is an approximation of \( b_r \), since

1. \( \gamma \) parameter \( S \) weighting the regularization term \( \text{diag}(\gamma/\lambda_e) \) is replaced with a guess (or estimate) \( S_{e} \)

2. \( \frac{1}{S} \sum_{i=1}^{S} (C_i^E)^T C_i^E \) is replaced with \( \mathbb{E}_{\mu} \left[ (C_i^E)^T C_i^E \right] \).

In fact, \( \mathbb{E}_{\mu} \left[ (C_i^E)^T C_i^E \right] = I \) because one has
\[ \left[ \frac{1}{S} \sum_{i=1}^{S} (C_i^E)^T C_i^E \right]_{mn} = \frac{1}{S} \sum_{i=1}^{S} \phi_m(x_i) \phi_n(x_i). \] (39)

and, in addition,
\[ \frac{1}{S} \sum_{i=1}^{S} \phi_m(x_i) \phi_n(x_i) \xrightarrow{S \to +\infty} \int_{\mathcal{X}} \phi_i(x) \phi_j(x) d\mu(x) = \delta_{ij}. \] (40)

due to the orthogonality of eigenfunctions in \( L^2(\mu) \) and the fact that the \( x_i \)'s are i.i.d. and extracted from \( \mu \).

4.3 Complexity analysis

It is important to evaluate the tradeoffs in terms of computational, communication and memory complexity for the proposed estimators. The centralized estimator \( b_c \) given in (33) is equivalent to the estimator given in (22). It requires the collection and storage at each node of all measurements \( y_i \) and input locations \( x_i \), which accounts for communication and memory complexity of \( O(S) \), since we assume a fixed number of measurements per node. The computational complexity is dominated by the inversion of the matrix \( K + \gamma I \) which
has the size of the number of measurements, therefore it is of order \(O(S^3)\). The estimator \(b_\varepsilon\) given in (37) relies on average consensus algorithms to compute the averages \(1/S \sum_{i=1}^S (C_i^E)^T C_i^E\) and \(1/S \sum_{i=1}^S (C_i^E)^T y_i\). Since typical average consensus algorithms require the storage and exchange of quantities with the same size of the desired averages at each iteration \([40]\), if they are performed for a fixed number of iterations, then the communication and memory complexity are given by \(O(S^2)\) which is the size of \(1/S \sum_{i=1}^S (C_i^E)^T C_i^E\). The computational complexity is dominated by the inversion of a matrix of size \(E\), and it is therefore of order \(O(E^3)\). Finally, the estimator \(b_d\) given in (38) requires only the computation of the average \(1/S \sum_{i=1}^S (C_i^E)^T y_i\) and the inversion and multiplication of a diagonal matrix with a vector of size \(E\), therefore its communication, memory and computational complexity is of order \(O(E)\). These considerations are summarized in Table 1.

<table>
<thead>
<tr>
<th>estimator</th>
<th>comput. cost</th>
<th>commun. cost</th>
<th>memory cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>(b_\varepsilon) (Eq. (33))</td>
<td>(O(S^3))</td>
<td>(O(S))</td>
<td>(O(S))</td>
</tr>
<tr>
<td>(b_r) (Eq. (36))</td>
<td>(O(E^3))</td>
<td>(O(E^2))</td>
<td>(O(E^2))</td>
</tr>
<tr>
<td>(b_d) (Eq. (38))</td>
<td>(O(E))</td>
<td>(O(E))</td>
<td>(O(E))</td>
</tr>
</tbody>
</table>

Table 1

Computational, communication and memory costs associated to the introduced estimators.

5 Selection of the number of eigenfunctions \(E\)

Let \(\bar{E}\) be the maximum admissible value for \(E\), given by computational complexity and transmission capability constraints. Since setting \(E\) to \(\bar{E}\) could lead to resource wasting, in this section we derive some guidelines for a possibly more parsimonious choice exploiting the a priori information that can be available to the user. We remark that the strategies reported below provide only practical indications on the choice of \(E\) before seeing the data. However, the choice of \(E\) can be validated using Algorithm 3 developed in Section 6 after seeing the data.

There are mainly two ways for tuning \(E\) before seeing the data. The first is based only on the kernel \(K\) and selects \(E\) based on the cumulative energy of its eigenvalues, as summarized in Algorithm 1.

**Algorithm 1** Selection of \(E\) (First strategy)

1. Choose a threshold \(\varepsilon \in (0, 1)\), corresponding to select a pre-defined fraction of the approximation capabilities of the base \(\{\phi_i\}_{i=1}^E\);  
2. compute \(E = \min \mathcal{E}\) s.t. \(\sum_{c=1}^{+\infty} \lambda_c \geq \varepsilon \sum_{c=1}^{+\infty} \lambda_c\).

Differently, the second strategy tries to include also the prior information about the probability measure \(\mu\) from which the input locations are drawn. This strategy selects \(E\) based on a approximate bound of relative distance between \(b_\varepsilon\) and \(b_r\). Exploiting inequality (A.34) in the proof of Proposition 9 and the equivalence \(y_i - C_i b_\varepsilon = (y_i - C_i b_r) + (C_i b_r - C_i b_\varepsilon)\), where \(b_\mu = T [f_\mu]\) is the true signal defined in (15), we can write

\[
\frac{\|b_\varepsilon - b_r\|_2}{\|b_r\|_2} \leq S \sum_{i=1}^S \left\|\lambda_c \frac{\gamma}{\gamma} \right\| \left(\lambda_{1}^E\right)^T \right\|_2 \xi_i \tag{41}
\]

where \(\xi_i := \|\nu_i\|_2 + \frac{\|C_i (b_\mu - b_r)\|_2}{\|b_r\|_2} \). We start assuming that the errors \(\|C_i b_\mu - C_i b_r\|_2\) are smaller than \(\kappa\) times the standard deviation of the measurement noise. Therefore, \(\kappa\) regulates the degree of conservativeness of this assumption. A reasonable choice is \(\kappa = 3\). We also use the inverse of the SNR as an approximation of both \(\|\nu_i\|_2\) and \(\|b_r\|_2\). Hence, \(\xi_i\) is replaced by \((\kappa + 1)\text{SNR}^{-1}\). Finally, for \(S\) sufficiently large the quantity

\[
\text{overestimates} \sum_{i=1}^S \left\|\lambda_c \frac{\gamma}{\gamma} \right\| C_i^E \left\|_2 \right\|_2 .
\]

The expectation above can be computed using Monte Carlo techniques up to a desired level of accuracy. All the arguments above lead to the following Algorithm 2. Once again it is important to remark that only a rough estimate of \(E\) is necessary at this stage and that it can be validated a-posteriori based on the performance analysis provided in Section 6.

**Algorithm 2** Selection of \(E\) (Second strategy)

1. Assume to have a bound on the SNR, choose a threshold \(\varepsilon\) for the maximal tolerable error \(\|b_\varepsilon - b_r\|_2\), and choose a degree of conservativeness \(\kappa\);
2. compute the minimal value of \(E\) s.t.

\[
(\kappa + 1)\text{SNR}^{-1} S \max \mathcal{E}\left[\left\|\lambda_c \frac{\gamma}{\gamma} \right\| C_i^E \right\|_2 \right\] \leq \varepsilon \tag{42}
\]

where we remark the dependence of the expectation on \(E\).

6 Assessment of the quality of the estimates

Once the choice of \(E\) is set, then it is crucial to assess the quality of \(b_\varepsilon\) in terms of its closeness to the optimal centralized estimate \(b_r\). To this regard, the following two results, namely Algorithm 3 and the related Proposition 9, represent the main results of this section. They provide a way to compute, in a distributed fashion, sta-
tristical bounds for the relative errors
\[ \| b_d - b_r \|_2 / \| b_d \|_2 \quad \text{and} \quad \| b_d - b_r \|_2 / \| b_d \|_2 \]
which, in view of (19) and letting \( f_d = T^{-1} b_d \), coincide respectively with
\[ \| f_d - f_r \|_\mu / \| f_d \|_\mu \quad \text{and} \quad \| f_d - f_r \|_\mu / \| f_d \|_\mu . \]

In the sequel, let
\[ C_i^{AE} := [0 \cdots 0 \phi_{E+1} (x_i) \phi_{E+2} (x_i) \cdots ] . \] (43)

Furthermore, to compact the notation, let
\[ V_r := \left( \frac{1}{S} \text{diag} \left( \frac{\gamma}{\lambda} \right) + \frac{1}{S} \sum_{i=1}^{S} (C_i^{AE})^T C_i^{AE} \right)^{-1} \] (44)
\[ V_d := \left( \frac{1}{S g} \text{diag} \left( \frac{\gamma}{\lambda} \right) + I \right)^{-1} . \] (45)

**Algorithm 3** Distributed estimation and approximation quality evaluation

**Off-line work:** Sensors are given a level of confidence \( 1 - \delta \), e.g., \( \delta = 0.1 \), and know \( S_{\text{min}}, S_{\text{max}}, S_g, \mu, E \), as well as the quantity
\[ U_S^* := \left( \frac{1}{S_{\text{min}}} - \frac{1}{S_{\text{max}}} \right) \text{diag} \left( \frac{\gamma}{\lambda} \right) . \] (46)

In addition, each sensor \( i \) stores a particular scenario of the network, i.e., it locally stores \( S_{\text{min}} \) independent virtual input locations \( x_{i,j} \) by means of density \( \mu \)
\[ x_{i,j} \sim \mu \quad \text{where} \quad j = 1, \ldots, S_{\text{min}} \] (47)
and then compute the following quantities
\[ C_{i,j}^{E} := [\phi_1 (x_{i,j}), \ldots, \phi_E (x_{i,j})] \] (48)
\[ V_r^{*,i} := \left( \frac{1}{S_{\text{max}}} \text{diag} \left( \frac{\gamma}{\lambda} \right) + \frac{1}{S_{\text{max}}} \sum_{j=1}^{S_{\text{min}}} (C_{i,j}^{E})^T C_{i,j}^{E} \right)^{-1} \] (49)
\[ U_r^{*,i} := \left( I - \frac{1}{S_{\text{min}}} \sum_{j=1}^{S_{\text{min}}} (C_{i,j}^{E})^T C_{i,j}^{E} \right) . \] (50)

**Proposition 9** Consider Algorithm 3 and the definitions therein. Then, conditioned on \( z \) and \( r_{\text{ave}} \), it holds that
\[ \mathbb{P} \left( \frac{\| f_r - f_d \|_\mu}{\| f_d \|_\mu} \leq d_{|dr|} (\delta) \right) \geq 1 - \delta \] (60)

\[ \Rightarrow \text{continuation of Algorithm 3} \]

**On-line and distributed work:**
1: (distributed) sensors distributedly compute, by means of average consensus protocols, the \( E \)-dimensional vector \( z := \frac{1}{S} \sum_{i=1}^{S} (C_i^{E})^T y_i \)
2: (local) each sensor \( i \) computes the estimate \( b_d = V_d z \)
3: (local) each sensor \( i \) computes the auxiliary scalars
\[ r_i := \frac{\| \text{diag} \left( \frac{\lambda}{\gamma} \right) (C_i^{E})^T (y_i - C_i^{E} b_d) \|_2}{\| b_d \|_2} \] (51)
\[ s_i := \frac{\| \text{diag} \left( \frac{\lambda}{\gamma} \right) (C_i^{E})^T C_i^{E} \|_2}{\| b_d \|_2} \] (52)
\[ d_{|dr|,i}^* := \frac{\| V_r^{*,i} U_r^{*,i} b_d \|_2}{\| b_d \|_2} + \frac{\| V_r^{*,i} U_r^{*,i} b_d \|_2}{\| b_d \|_2} \] (53)
4: (distributed) sensors distributedly compute, by means of average consensus protocols, the scalars
\[ r_{\text{ave}} := \frac{1}{S} \sum_{i=1}^{S} r_i \quad s_{\text{ave}} := \frac{1}{S} \sum_{i=1}^{S} s_i \] (54)
\[ d_{|dr|,\text{ave}}^* := \frac{1}{S} \sum_{i=1}^{S} d_{|dr|,i}^* \] (55)
\[ d_{|dr|,\text{sq}}^* := \frac{1}{S} \sum_{i=1}^{S} (d_{|dr|,i}^*)^2 \] (56)
5: (local) each sensor \( i \) computes
\[ d_{|dr|,\text{var}} := d_{|dr|,\text{sq}} - (d_{|dr|,\text{ave}}^*)^2 \] (57)
\[ d_{|dr|} (\delta) := d_{|dr|,\text{ave}} + \sqrt{\left( \frac{1}{\delta} - 1 \right) d_{|dr|,\text{var}}} \] (58)
\[ d_{|dc|} (\delta) := S_{\text{max}} r_{\text{ave}} + d_{|dr|} (1 + S_{\text{max}} s_{\text{ave}}) \] (59)
\[ \mathbb{P} \left( \frac{\| f_r - f_d \|_\mu}{\| f_d \|_\mu} \leq d_{|dc|} (\delta) \right) \geq 1 - \delta . \] (61)

**Remark 10** The results of Proposition 9 are intrinsically different from the ones of Proposition 5. While the latter refers to the consistency of estimators in generic closed subspaces, i.e., to the distance between the estimator and the estimates, the former refers to the degree of approximation committed by discarding the eigenfunctions \( \phi_{E+1}, \ldots \). We also notice that these are a posteriori bounds, being computed after the measurement process. A priori bounds, that could be computed similarly, generally return overly pessimistic and thus useless results.
The proof of Proposition 9 is reported in Appendix and clarifies the quantities that influence the approximation error. In particular, here we just recall that defining

\[ U_C := I - \frac{1}{S} \sum_{i=1}^{S} (C_i^E)^T C_i^E, \]  

\[ U_S := \left( \frac{1}{S} - \frac{1}{S} \right) \text{diag} \left( \frac{1}{c_i} \right) \]  

it follows

\[ \|f_d - f_r\|_{\mu} \leq \|V_r U_S b_d\|_2 + \|V_r U_C b_d\|_2, \]  

i.e., the error between \( f_d \) and \( f_r \) decomposes into two distinct parts, one involving \( U_S \), proportional to the uncertainty on the number of sensors, and one involving \( U_C \), related to the uncertainty on the actual input locations \( x_i \).

Moreover, for what regards the distance of \( f_d \) from the optimal estimate \( f_c \), it holds that

\[ \|f_d - f_c\|_{\mu} \leq (s_{\text{ave}} S_{\text{max}} + 1) \|b_d - b_c\|_2 + \sum_{i=1}^{S} \left\| \text{diag} \left( \frac{1}{c_i} \right) \left( C_i^E \right)^T (y_i - C_i^E b_d) \right\|_2, \]

i.e., the error between \( f_d \) and \( f_c \) contains the two components described in (64) (scaled by a multiplicative factor always greater than one) plus a term dependent on the sum of the residuals multiplied by a quantity that accounts for the approximation error deriving from replacing \( \mathcal{H}_K \) with \( \mathcal{H}_K^{\text{Ef}} \). Notice that the various \( r_i \) and \( s_i \) defined in (51) and (52) are infinite-dimensional quantities but can be locally computed up to the desired accuracy using a finite number of operations.

Summarizing, the stochastic interpretation of Remark 4 assures the approximation capabilities of (21) and (33) to be the ones of centralized Gaussian processes kernel regression strategies. Since distributed implementations are not feasible, we obtain the novel estimators (36) and (38) relying on opportune approximations. Thanks to Proposition 9 and Algorithm 3, agents can then evaluate on-line these performances losses (feature not supported by other techniques, e.g., \[33\]).

For what regards possible extensions of the algorithm described above, first notice that sensors aiming for more precision on the bounds may locally generate several instances of \( d_{\text{dr},i}^s \) and then estimate the bounds with the desired level of accuracy. In addition, we also remark that the assumptions on the independence of the various \( x_i \)'s can be relaxed. In particular, Algorithm 3 and Proposition 9 can be easily extended to handle the case of sensors moving according to an ergodic Markov chain (e.g., generated by the Metropolis-Hastings algorithm \[56\]) having as invariant measure the desired distribution \( \mu \). Finally, it is worth stressing that the entire numerical procedure proposed in this work can also be easily modified to permit the optimization of the regularization parameters present in (33), (36) and (38). For example, the value of \( \gamma \) can be discretized into a finite number of values common to all the sensors and then the “optimal” value can be chosen as the one that minimizes the distance bounds presented above. We eventually remark that the kernel \( K \) is given before the measurement process. Learning the kernel from the measurements has received a noticeable attention in centralized scenarios, see, e.g., \[57\]. It is nonetheless still an open problem in distributed ones.

### 7 Numerical examples

Let \( f_\mu : [0, 1] \times [0, 1] \to \mathbb{R} \) be defined by

\[ f_\mu (x_1, x_2) = \beta \sum_{n=1}^{100} \alpha_n \sin \left[ \omega_n^{x_1} (x_1) \omega_n^{x_2} (x_2) \right] \]

with \( \alpha_n \sim N(0, 0.01) \) i.i.d., \( \omega_n^{x_1}, \omega_n^{x_2} \sim U[0, 1] \) i.i.d., \( \mu \sim U[0, 1] \times U[0, 1] \). We will consider a Monte Carlo scenario where at any run the function \( f_\mu \) is defined by independent realizations of the parameters \( \alpha_n, \omega_n^{x_1}, \omega_n^{x_2} \) and has to be reconstructed from direct measurements corrupted by noise with standard deviation \( \sigma = 2 \). The parameter \( \beta \) is adjusted in each run in order to ensure that

\[ \text{SNR} := \frac{\int_X (f_\mu - \int_X f_\mu d\mu)^2 d\mu}{\sigma^4} = 2. \]

To reconstruct \( f_\mu \), we use the Gaussian kernel

\[ K (x_1, x_2; x_1', x_2') = \exp \left( -\frac{(x_1 - x_1')^2 + (x_2 - x_2')^2}{0.02} \right) \]

where \( \gamma = 1 \) defines the estimators (33) and (38). Note that the function to be estimated \( f_\mu \) does not belong to the space generated by this kernel.

The number of eigenfunctions \( E \) is obtained by considering the algorithms proposed in Section 5. Figure 3 shows the values of \( E \) returned by Algorithms 1 and 2, applied to the following experiment of Figure 5, and fed with various values for the threshold \( \varepsilon \). We notice that the exponential decays are inherited by the exponential decay of eigenvalues \( \lambda_\varepsilon \) associated to the Gaussian kernel. The number \( E \) that will be used in the simulations below is selected based on Algorithm 2 by setting \( \varepsilon = 0.05 \) (indicated in figure with a gray dashed line), which returns \( E \approx 100 \). We recall that the threshold \( \varepsilon \) has different
As for the algorithm proposed in Section 6, we consider 100 runs, i.e., 100 independent realizations of $f$, each sampled by $S = 200$ sensors (measurements) and estimated using $E = 100$ eigenfunctions. At each run we apply Algorithm 3 to compute the quantities $d_{\text{ave}}$ and $d_{\text{var}}$, defined in (55) and (57). With $d_{\text{ave}}$ and $d_{\text{var}}$ we then compute two versions of bound (59): the means $\bar{d}_{\text{ave}}$ (1) and the means plus three standard deviations $\delta_{\text{ave}}$ (0.1).

Figure 4 plots the true normalized distances between the centralized estimates $f_c$ and the distributed ones $f_d$ versus the relative bounds computed through Algorithm 3, i.e., the points $(\|f_d - f_c\|_\mu, \bar{d}_{\text{ave}}(\delta))$ for different values of the parameter $\delta$ and for different uncertainties on the number of sensors, i.e., $S_{\text{max}}$, $S_{\text{min}}$. In the left panel, the uncertainty on $S$ is smaller ($S_{\text{min}} = 1900$, $S_{\text{max}} = 2100$) than the one on the right panel ($S_{\text{min}} = 1500$, $S_{\text{max}} = 2500$).

We remark that the choice $\delta = 1$ corresponds to compute bound (59) exploiting just the average of the local bounds (53). To set $\delta = 0.1$ corresponds instead to a more conservative choice, where $S_{\text{max}}$ is computed from the average of the (53)s plus 3 times their (empirical) standard deviation.

In both panels, the points corresponding to $\delta = 1$ are near the bisector of the first quadrant (black dashed line). This means that bound (59) is in this case significant. Its conservativeness is graphically given by the vertical distance of the points with the bisector. If the bound is computed exploiting also 3 standard deviations of the (53)s ($\delta = 0.1$) then the conservativeness of the bound increases, as expected. In the right panel it is possible to see that a higher uncertainty on $S$ leads to less informative bounds. Nonetheless, as it will be shown in Figure 7, high levels of uncertainty do not necessarily imply bad estimation performance.

In Figure 5 we focus on the first Monte Carlo run, that well represents the average performance of the proposed estimators. The effectiveness of the estimation strategy (38) is illustrated plotting the true $f$ and the distributed estimate $f_d$ for $S_{\text{max}} = 2100$. It is apparent that the quality of the distributed estimator is close to the quality of the centralized estimator.

In Figure 6, considering again the first Monte Carlo run, we show the qualitative dependence of $\bar{d}_{\text{ave}}(\delta)$ (0.1) on $S$ and $E$. As expected, the tightness of the bound generally increases with $E$ and $S$. This is caused also by the general diminishing of the average of the weighted residuals (51) when $S$ increases.

We then show in Figure 7 the dependency of the quality of the estimates $f_d$ with respect to the accuracy of the guess $S_g$. The bounds displayed in Figure 4 are different since they are obtained using different values for $S_g$, related to different levels of knowledge about the true number of sensors $S$. From (38), one can notice that $S_g$ plays the same role of $\gamma$, i.e., $S_g$ is for all purposes a regularization parameter. Hence computing $f_d$ as $S_g$ varies corresponds to obtain the regularization path, see [11, Sec. 16]. Figure 7 shows the relative errors $\|f_d - f_c\|_\mu$ and $\|f_d - f_c\|_\mu$. 

\footnote{In the interest of clarity, instead of writing $f_{\mu,j}$ with $j = 1, \ldots, 100$, we will used the simplified notation $f_{\mu}$, unless differently stated. The same applies for the other quantities considered in this section.}
We finally consider the dependency of the accuracy of the estimates with respect to the number of used eigenfunctions $E$. We show in Figure 8 boxplots summarizing the relative errors $\frac{\|f_\mu - f_\nu\|}{\|f_\nu\|}$ for different values of $E$ and $S$. The boxplot confirms the goodness of the choice $E = 100$. The expected performance loss with respect to the optimal centralized estimator has been also quantified.

8 Conclusions

In this work we have proposed distributed estimators for regression problems in sensor networks without strong topological knowledge and with agents constrained by computational and communication limits. Both parametric and nonparametric scenarios have been considered.

In the parametric context, where the goal is to reconstruct a common finite-dimensional random vector, we proposed a simple distributed estimator and characterized how the estimation accuracy is influenced by the limited knowledge about the actual number of sensors $S$ in the network. We also characterized the estimator performance as a function of the estimate of $S$, deriving some mild sufficient conditions ensuring the distributed scheme to perform better than the local ones. The performance loss with respect to the optimal centralized estimator has been also quantified.

In the nonparametric scenario we considered the problem of reconstructing a deterministic function from
sparse noisy data collected from the sensors. In this context, the problem is much more difficult since not only $S$ can be uncertain, but also the physical locations where the sensors sample the function can. In addition, one needs to handle the infinite-dimensional nature of the hypothesis space the unknown map is assumed to belong to. We have shown how a distributed version of a Regularization Network can be efficiently computed by the agents just using consensus schemes. More importantly, we have also shown how the agents can compute a certificate of quality on the estimate that accounts for all the uncertainty inherent in the sensor network. To this regard, it is worth also noticing that our analysis permits to interpret the value of $S$ entering the nonparametric estimator as a regularization parameter that trades-off bias and variance by balancing the uncertainty on the number of sensors in the network and the uncertainty on the locations where the function is sampled.

Possible avenues for future research include the use of the proposed results to tune on-line the regularization parameter $\gamma$, the analysis of the impact of a finite number of steps in the consensus algorithms on the overall performance, and very importantly, the extension to dynamic scenarios where measurements are sampled sequentially and the unknown function can change over time, possibly using using Kalman filtering or average-tracking strategies.

A Appendix

Proof of Theorem 1: To prove the theorem we check which systems parameters $\Lambda_0$, $S_g$, $S$, $C$, $\sigma^2$ are s.t.

$$\Lambda_d = \text{var}(b - b_d(S_g)) \leq \text{var}(b - b_0) = \Lambda_t . \quad (A.1)$$

Recalling that $V(\theta) = CA_0C^T + \theta I$ it is immediate to verify through the matrix inversion lemma that

$$b_d = \Lambda_0C^T \left( \Lambda_0 + \frac{\sigma^2}{S_g} I \right)^{-1} \hat{y} = \Lambda_0C^T \left( \frac{\sigma^2}{S_g} \right)^{-1} \left( Cb + \frac{1}{S} \sum_{i=1}^{S} \nu_i \right).$$

Therefore the variance of distributed estimator is given by

$$\Lambda_d = \Lambda_0 - 2\Lambda_0C^TV \left( \frac{\sigma^2}{S_g} \right)^{-1}\Lambda_0 + \Lambda_0C^TV \left( \frac{\sigma^2}{S_g} \right)^{-1}V \left( \frac{\sigma^2}{S} \right)V \left( \frac{\sigma^2}{S_g} \right)^{-1}\Lambda_0 . \quad (A.2)$$

Similarly, for the local estimator we get

$$\Lambda_t = \Lambda_0 - \Lambda_0C^TV(\sigma^2)^{-1}\Lambda_0 . \quad (A.3)$$

By substituting the previous two equations into (A.1) and by pre- and post-multiplying by $\Lambda_0^{-1}$, we get

$$-2V \left( \frac{\sigma^2}{S_g} \right)^{-1} + V \left( \frac{\sigma^2}{S_g} \right)^{-1}V \left( \frac{\sigma^2}{S} \right)V \left( \frac{\sigma^2}{S_g} \right)^{-1} \leq -V(\sigma^2)^{-1}$$

which guarantees $\Lambda_d \leq \Lambda_t$. Considering the orthogonal matrix $U$ that diagonalizes $CAC^T$, i.e., $CAC^T = UD_U^T$, $UU^T = I$, where $D = \text{diag}(d_0, \ldots, d_S)$, we obtain $V(\theta) = U(D + \theta I)U^T$. Therefore (A.4) can be written as

$$-2U \left( D + \frac{\sigma^2}{S_g} I \right)^{-1}U^T + U \left( D + \frac{\sigma^2}{S_g} I \right)^{-2} \left( D + \frac{\sigma^2}{S_g} I \right)U^T \leq -U \left( D + \sigma^2I \right)^{-1}U^T \quad (A.5)$$

where we also used the fact that diagonal matrices commute. Being $U$ orthogonal, we have that $A \leq 0 \iff UAU^{-1} \leq 0$, so we can remove all the $U$’s from (A.5). Now all the remaining matrices are diagonal, so the condition is satisfied if and only if the inequalities are valid component-wise. Therefore, A.1 is equivalent to

$$-\frac{2}{m} \leq \frac{d_m + \frac{\sigma^2}{S_g}}{m} \leq \frac{-1}{d_m + \sigma^2} , \quad m = 1, \ldots, M \quad (A.6)$$

that can be rewritten as:

$$p_m(S_g) := (\sigma^2 + (1-S)d_m)S_g^2 - 2\sigma^2SS_g + \sigma^2S \leq 0 \quad (A.7)$$

for all $m$’s. Let us define $\bar{p}_m = \frac{\partial p_m}{\partial S_g}$ and $\bar{p}_m = \frac{\partial p_m}{\partial S_g^2}$. Now for all $m$’s and $d_m$’s we have that $p_m(0) = \sigma^2S > 0$ and $p_m(1) = (1-S)(d_m + \sigma^2) < (1-S)\sigma^2 < 0$ since we are assuming there are at least two sensors. Moreover we also have $\bar{p}_m(0) = -2\sigma^2S < 0$ and $\bar{p}_m(1) = p_m(1) < 0$. This implies that each $p_m(\cdot)$ has exactly one root in $(0,1)$, referred as $S_m^\prime$, while the other root, referred as $S_m^\prime\prime$, can be before 0 or after 1 depending on the sign of $\sigma^2 + (1-S)d_m$, as depicted in Figure A.1.

Now consider a fixed $m$. Condition (A.7) is assured for $S_g \in [1, S_m]$, where:

$$S_m := \begin{cases} +\infty & \text{if } S_m^\prime < 0 \\ S_m^\prime & \text{otherwise} \end{cases} \quad (A.8)$$

If we define $\bar{S} := \min_m S_m$, condition (A.4) is now assured for $S_g \in [1, \bar{S}]$.

If $\sigma^2 - (1-S)d_m \leq 0$ for all $m$, which is equivalent of saying that $\sigma^2 - (1-S)d_{\text{min}} \leq 0$, where $d_{\text{min}} := \min_m d_m$, then we have that $\bar{S} = +\infty$. This gives rise to sufficient condition (12)-(a) of the theorem.
Figure A.1. Example of possible parabolas \( p_m (S_g) \).

Differently, if \( \sigma^2 - (1 - S)d_{\text{min}} > 0 \), let \( \overline{S} = S_m^\sigma \), therefore \( \overline{S} = S_m^\sigma \), and the relative integral operator \( \tilde{K} \) is exactly the image of \( L_{K,\mu}^L \) (the square root of \( L_{K,\mu} \)) fed with \( L^2 (\mu) \), i.e., \( \tilde{K}_0 = L_{K,\mu}^{\frac{1}{2}} (L^2 (\mu)) \), where \( \tilde{K}_0 = L_{K,\mu}^{\frac{1}{2}} (L^2 (\mu)) \).

Define \( \tilde{f}_\gamma := \arg \min_{f \in \mathcal{H}_K} \| f - f_\mu \|^2 + \gamma \| f \|^2_K \) (A.13) and notice that

\[
\tilde{f}_\gamma = \arg \min_{f \in \mathcal{H}_K} \| f - f_\mu \|^2 \| f \|^2_K.
\]

In addition, it holds that

\[
\| \tilde{f}_S - f_\mu \| \mu \leq \| \tilde{f}_S - \tilde{f}_\gamma \| \mu + \| \tilde{f}_\gamma - f_\mu \| \mu.
\]

Using theorem 5 in [50], we know that if (26) holds, one has

\[
\| \tilde{f}_S - \tilde{f}_\gamma \| \mu \leq \frac{12 K Y \log (\frac{1}{\delta})}{12 \sqrt{n}} \mu.
\]

In addition, exploiting theorem 3 in [51] and the definition of \( L_{K,\mu}^L \), it is easy to obtain that, with confidence \( 1 - \delta \), one has

\[
\| \tilde{f}_\gamma - f_\mu \| \mu \leq \sqrt{n} \| L_{K,\mu}^{-\frac{1}{2}} [f_\mu] \| \mu = \sqrt{n} \| f_\mu \| \mu.
\]

which is equivalent to (13).

**Proof of Proposition 5:** We start noticing that it is possible to associate with \( \mathcal{H}_K \) the restricted kernel \( \tilde{K} \) and the relative integral operator \( L_{K,\mu}^L \) defined respectively by

\[
\tilde{K} (x, x') := \sum_{e \in \mathcal{L}} \lambda_e \phi_e (x) \phi_e (x') \quad (A.11)
\]

and \( L_{K,\mu} \) [\( g \) (x)] := \( \int_{X} \bar{K} (x, x') g (x') d\mu (x') \) . (A.12)

Exploiting RKHS theory, see, e.g., [48], one obtains that \( \mathcal{H}_K \) is exactly the image of \( L_{K,\mu}^L \) (the square root of \( L_{K,\mu} \)) fed with \( L^2 (\mu) \), i.e., \( \tilde{K}_0 = L_{K,\mu}^{\frac{1}{2}} (L^2 (\mu)) \).

Define \( \hat{f}_\gamma := \arg \min_{f \in \mathcal{H}_K} \| f - f_\mu \|^2 + \gamma \| f \|^2_K \) (A.13) and notice that

\[
\hat{f}_\gamma = \arg \min_{f \in \mathcal{H}_K} \| f - f_\mu \|^2 + \gamma \| f \|^2_K.
\]

Proof of Theorem 2: Rewriting (8) and (10) as

\[
\left( \frac{1}{S} \Lambda_0^{-1} + \frac{C^T C}{\sigma^2} \right) b_c = \frac{1}{S} \sum_{i=1}^S \frac{C^T y_i}{\sigma^2},
\]

and subtracting member to member the previous two equations, we obtain

\[
\left( \frac{1}{S} \Lambda_0^{-1} + \frac{C^T C}{\sigma^2} \right) (b_c - b_d) = \left( \frac{1}{S} \right) \Lambda_0^{-1} b_d
\]

that implies

\[
\frac{\| b_c - b_d \|^2}{\| b_d \|^2} \leq \frac{1}{S} \left\| \left( \frac{1}{S} \Lambda_0^{-1} + \frac{C^T C}{\sigma^2} \right)^{-1} \Lambda_0^{-1} \right\|_2.
\]

Since

\[
\left| \frac{1}{S} \right| \left| \frac{1}{S} \right| \leq \left( \frac{1}{S_{\text{min}}} - \frac{1}{S_{\text{max}}} \right) (A.9)
\]

and

\[
\frac{1}{S} \Lambda_0^{-1} + \frac{C^T C}{\sigma^2} \geq \frac{1}{S_{\text{max}}} \Lambda_0^{-1} (A.10)
\]

we have

\[
\frac{\| b_c - b_d \|^2}{\| b_d \|^2} \leq \left( \frac{1}{S_{\text{min}}} - \frac{1}{S_{\text{max}}} \right) \left( \frac{1}{S_{\text{max}}} \Lambda_0^{-1} \right)^{-1} \Lambda_0^{-1} \right\|_2
\]

Proof of Proposition 9:

Notice that

\[
\| f_c - f_d \|_\mu = \frac{\| b_c - b_d \|^2}{\| b_d \|^2} \leq \frac{\| b_c - b_d \|^2}{\| b_d \|^2} + \frac{\| b_c - b_d \|^2}{\| b_d \|^2} (A.18)
\]
thus to prove (60) and (61) it is sufficient to characterize \( \| b_r - b_d \|_2 / \| b_d \|_2 \) and \( \| b_c - b_r \|_2 / \| b_d \|_2 \), that will be analyzed separately in the following.

**Case** \( \| b_r - b_d \|_2 / \| b_d \|_2 \): we start rewriting (36) as \( V_r^{-1} b_r = z \) and (38) as \( (V_r^{-1} + V_r^{-1}) b_d = z \). Subtracting the latter to the former we obtain
\[
b_r - b_d = V_r (V_r^{-1} - V_r^{-1}) b_d
\]
(A.19)
from which it immediately follows that
\[
\frac{\| b_d - b_r \|_2}{\| b_d \|_2} = \frac{\| V_r (V_r^{-1} - V_r^{-1}) b_d \|_2}{\| b_d \|_2}.
\]
(A.20)

Defining then \( U_C \) and \( U_S \) by means of (62) and (63), it is immediate to check that \( V_r^{-1} - V_r^{-1} = U_S + U_C \),
\[\text{i.e.,} \quad \frac{\| b_d - b_r \|_2}{\| b_d \|_2} = \frac{\| V_r U_S b_d + V_r U_C b_d \|_2}{\| b_d \|_2}.
\]
(A.21)

Letting
\[d_{\|d\|} := \frac{\| V_r U_S b_d \|_2}{\| b_d \|_2} + \frac{\| V_r U_C b_d \|_2}{\| b_d \|_2}\]
(A.22)
we notice that \( d_{\|d\|} \) is a random variable since \( V_r \) and \( U_C \) are random operators. It is then clear that characterizing \( d_{\|d\|} \) corresponds to characterize the relative error between \( b_r \) and \( b_d \). Conditional on \( z \) and \( r_{\text{ave}} \), \( b_d \) is known while the posterior density of the input locations virtually does not vary. This holds in view of the deterministic nature of \( f_{\mu} \), and of the fact that the knowledge of \( r_{\text{ave}} \) provides a negligible information on the locations visited by the nodes. For this reason, up to Monte-Carlo errors \( d_{\|d\|,\text{ave}} \) and \( d_{\|d\|,\text{var}} \) are approximations of \( \mathbb{E} [d_{\|d\|}] \) and \( \text{var} [d_{\|d\|}] \), respectively.

Now, we prove that the probability density of the random variable \( d_{\|d\|} \) conditioned on \( z \) and \( r_{\text{ave}} \) has compact support. In fact it is immediate to check that
\[
0 \leq V_r \leq \left( \frac{1}{S_{\text{max}}} \frac{1}{\bar{x}_e} \right) \text{diag} \left( \frac{\gamma}{\bar{x}_e} \right) \text{ and } U_C \leq I.
\]
(A.23)
Moreover, the rank of \( (C_i^E)^T C_i^E \) is one, thus if \( \rho (A) \) indicates the spectral radius of \( A \) it follows that
\[
\rho \left( (C_i^E)^T C_i^E \right) = \rho \left( C_i^E (C_i^E)^T \right) = \| C_i^E \|_2^2.
\]
(A.24)

Exploiting now the continuity of eigenfunctions on the compact \( \mathcal{X} \) we have that
\[
\| C_i^E \|_2^2 \leq E \cdot \sup_{x \in \mathcal{X}, c=1, \ldots, E} |\phi_c (x)|^2 =: \gamma_a < +\infty
\]
(A.25)
thus
\[
U_C \geq - \frac{1}{S} \sum_{i=1}^S (C_i^E)^T C_i^E \geq - \gamma_a I.
\]
(A.26)

From (A.22), (A.23) and (A.26) it then follows that
\[
0 \leq d_{\|d\|} \leq \frac{S_{\text{max}} \text{diag} \left( \frac{\lambda_y}{\gamma} \right)}{\sqrt{\frac{\gamma}{\bar{x}_e}}} \left( U_S b_d \right) + \frac{S_{\text{max}} \text{diag} \left( \frac{\lambda_y}{\gamma} \right)}{\sqrt{\frac{\gamma}{\bar{x}_e}}} \left( U_C b_d \right)
\]
(A.27)
that proves that the support of the density of \( d_{\|d\|} \) is compact.

From (A.27) it follows that \( \text{var} (d_{\|d\|}) < +\infty \), and this allows us to use Cantelli’s inequality, obtaining
\[
\mathbb{P} [d_{\|d\|} - \mathbb{E} [d_{\|d\|}] \geq \sqrt{\left( \frac{1}{\delta} - 1 \right) \text{var} [d_{\|d\|}]}] \leq \delta.
\]
(A.28)

Rewriting this as
\[
\mathbb{P} [d_{\|d\|} \leq \mathbb{E} (d_{\|d\|}) + \sqrt{\left( \frac{1}{\delta} - 1 \right) \text{var} [d_{\|d\|}]}] \geq 1 - \delta,
\]
(A.29)
considering that \( d_{\|d\|} \geq \| f_{\mu} - f_{\mu} \|_2 / \| f_{\mu} \|_2 \), it follows that (60) holds up to Monte Carlo approximations.

**Case** \( \| b_c - b_r \|_2 / \| b_d \|_2 \): rewriting (36) as
\[
\left( \begin{array}{c} \text{diag} \left( \frac{\gamma_a}{\bar{x}_e} \right) + \sum_{i=1}^S C_i^E C_i \end{array} \right) b_r + \left( \sum_{i=1}^S (C_i^E)^T C_i^E - \sum_{i=1}^S C_i^T C_i \right) b_r = \left( \sum_{i=1}^S C_i^T y_i - \sum_{i=1}^S (C_i^E)^T y_i \right)
\]
(A.30)
and (33) as
\[
\left( \begin{array}{c} \text{diag} \left( \frac{\gamma_a}{\bar{x}_e} \right) + \sum_{i=1}^S C_i^T C_i \end{array} \right) b_c = \sum_{i=1}^S C_i^T y_i
\]
(A.31)
after subtracting (A.31) to (A.30), we obtain
\[
\left( \text{diag} \left( \frac{\gamma}{\lambda_i} \right) + \sum_{i=1}^{S} C_i^T C_i \right) (b_c - b_r) = \\
= \left( \sum_{i=1}^{S} (C_i^E)^T C_i^E - \sum_{i=1}^{S} C_i^T C_i \right) b_r + \sum_{i=1}^{S} (C_i^E)^T y_i .
\]
Substituting now each $C_i$ in the right side of (A.32) with $C_i^E + \lambda_i C_i^E$, exploiting the fact that $C_i^E b_r = 0$ (where 0 is in $\mathbb{R}^\infty$), and properly collecting the various terms, we obtain
\[
b_c - b_r = \\
\left( \text{diag} \left( \frac{\gamma}{\lambda_i} \right) + \sum_{i=1}^{S} C_i^T C_i \right)^{-1} \left( \sum_{i=1}^{S} (C_i^E)^T (y_i - C_i b_r) \right).
\]
Since $\text{diag} \left( \frac{\gamma}{\lambda_i} \right) + \sum_{i=1}^{S} C_i^T C_i \geq \text{diag} \left( \frac{\gamma}{\lambda_i} \right)$ (in a matrixial positive definite sense), we obtain
\[
\| b_c - b_r \|_2 \leq \sum_{i=1}^{S} \left\| \text{diag} \left( \frac{\gamma}{\lambda_i} \right) (C_i^E)^T (y_i - C_i b_r) \right\|_2 .
\]
Rewriting $y_i - C_i b_r$ as $y_i - C_i^E b_d + C_i^E b_d - C_i^E b_r$ and using definitions (51), (54) and (A.21) it follows immediately that
\[
\frac{\| b_c - b_r \|_2}{\| b_d \|_2} \leq \sum_{i=1}^{S} \left\| \text{diag} \left( \frac{\gamma}{\lambda_i} \right) (C_i^E)^T (y_i - C_i b_d) \right\|_2 + \sum_{i=1}^{S} \left\| \text{diag} \left( \frac{\gamma}{\lambda_i} \right) (C_i^E)^T C_i^E \right\|_2 \frac{\| b_c - b_d \|_2}{\| b_d \|_2} \leq S_{\text{max}}^{r, \text{ave}} + \frac{\| b_c - b_d \|_2}{\| b_d \|_2} S_{\text{max}}^{s, \text{ave}} .
\]
Recalling now (A.18), it immediately follows that
\[
\frac{\| b_c - b_d \|_2}{\| b_d \|_2} \leq S_{\text{max}}^{r, \text{ave}} + \frac{\| b_c - b_d \|_2}{\| b_d \|_2} \left( 1 + S_{\text{max}}^{s, \text{ave}} \right) .
\]
and thus that if (60) holds, then also (61) does.
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