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One  of the  most  exciting  recent  findings  in  neuroscience  has  been  the capacity  for  neural  plasticity  in
adult  humans  and  animals.  Studies  of  perceptual  learning  have  provided  key  insights  into  the  mecha-
nisms  of  neural  plasticity  and  the  changes  in  functional  neuroanatomy  that  it affords.  Key  questions  in
this  field  of research  concern  how  practice  of  a  task  leads  to specific  or general  improvement.  Although
much  of this  work  has been  carried  out with  a focus  on a single  sensory  modality,  primarily  visual,  there
is  increasing  interest  in  multisensory  perceptual  learning.  Here  we  will  examine  how  advances  in per-
ceptual  learning  research  both  inform  and  can  be  informed  by  the development  and  advancement  of
sensory  substitution  devices  for blind  persons.  To  allow  ‘sight’  to  occur  in the  absence  of  visual  input
through  the  eyes,  visual  information  can  be  transformed  by a sensory  substitution  device  into  a  rep-
resentation  that  can be  processed  as sound  or touch,  and  thus  give  one  the  potential  to  ‘see’  through
lindness
ensory deprivation
everse hierarchy theory

the  ears  or  tongue.  Investigations  of  auditory,  visual  and  multisensory  perceptual  learning  can  have  key
benefits  for the advancement  of  sensory  substitution,  and  the  study  of  sensory  deprivation  and  sensory
substitution  likewise  will  further  the  understanding  of  perceptual  learning  in  general  and  the  reverse
hierarchy  theory  in particular.  It  also  has  significant  importance  for the  developing  understanding  of the
brain  in  metamodal  terms,  where  functional  brain  areas  might  be  best  defined  by  the computations  they
carry  out  rather  than  by  their  sensory-specific  processing  role.
©  2012  Elsevier  Ltd.  All rights  reserved.
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. Introduction

The human and non-human animal brain undergoes rapid and

last century established that there can be critical periods during
development when neuroplasticity is observed (Hubel and Wiesel,
1970). Since that time, however, there has been mounting evidence
xtensive change during development. A key area of research for
euroscientists concerns the mechanisms of this plasticity from the
olecular to the behavioral levels. Many important studies in the

∗ Corresponding author at: Department of Psychology, University of Bath, 2 South,
ath BA2 7AY, UK.

E-mail address: m.j.proulx@bath.ac.uk (M.J. Proulx).

149-7634/$ – see front matter © 2012 Elsevier Ltd. All rights reserved.
ttp://dx.doi.org/10.1016/j.neubiorev.2012.11.017
that even the adult brain retains significant neural plasticity that
accompanies perceptual learning (Gilbert et al., 2001).

Studies of perceptual learning have provided key insights into
the mechanisms of neuroplasticity and resulting functional neu-

roanatomy. The central aim of perceptual learning research is
to understand how practice of a task leads to either specific or
general improvement. Much research on perceptual learning has
been fairly low level and unisensory, focusing for example on how

dx.doi.org/10.1016/j.neubiorev.2012.11.017
http://www.sciencedirect.com/science/journal/01497634
http://www.elsevier.com/locate/neubiorev
mailto:m.j.proulx@bath.ac.uk
dx.doi.org/10.1016/j.neubiorev.2012.11.017


 Biobe

p
n
i
o
a
a

o
f
c
t
1
t
s
s
l

a
y
s
s
c
a
L
e
i
C
l
o
a
b
a
d
s
T
d
i

2
t

l
r
B
i
i
t
p
p
p

o
t
1
L
a
f
fi
t
a
w
a
s
r

M.J. Proulx et al. / Neuroscience and

ractice results in task-specific improvements in performance and
eural plasticity at the level of primary sensory cortex. Of great

nterest, however, is how generalization can be promoted and some
f the most striking evidence for high-level perceptual learning and
dult neural plasticity has come from studies of sensory deprivation
nd sensory substitution devices to overcome such deprivation.

To allow a form of functional ‘vision’ to occur in the absence
f visual input through the eyes, visual information can be trans-
ormed by a sensory substitution device into a representation that
an be processed as sound or touch, and thus give one the potential
o ‘see’ through the ears or tongue (Bach-y-Rita et al., 1969; Meijer,
992). Investigations of auditory, visual and multisensory percep-
ual learning can have key benefits for the advancement of sensory
ubstitution, and the study of sensory deprivation and sensory
ubstitution likewise will further the understanding of perceptual
earning.

Although there have been numerous studies examining visual,
uditory, and multisensory perceptual learning over the past 50
ears (Gibson, 1963; Goldstone, 1998), there has not been a synthe-
is that brings these findings together under the same theoretical
tructure. Here we bring together advances on the reverse hierar-
hy theory of perceptual learning (Ahissar and Hochstein, 2004)
nd the metamodal hypothesis of brain organization (Pascual-
eone and Hamilton, 2001) to provide a behavioral and neural
xplanation of visual, auditory, and multisensory perceptual learn-
ng (Ghazanfar and Schroeder, 2006; Shams and Seitz, 2008).
ertainly some aspects are better understood at a behavioral

evel, and yet other aspects at a neural level, and this synthesis
f the reverse hierarchy and metamodal theories will highlight
reas where such cross-fertilization of research efforts would be
eneficial and specify possible constraints for each theory. We
lso provide an examination of the reciprocal benefits of sensory
eprivation and sensory substitution devices as means to under-
tand the mechanisms and neural basis of perceptual learning.
his approach will likely also provide further advances for the
evelopment of sensory substitution to aid those with sensory

mpairments.

. Visual perceptual learning and the reverse hierarchy
heory

Psychophysical studies of visual perceptual learning have estab-
ished that practicing a task results in improvement that is often
estricted to the stimuli used during training (Fiorentini and
erardi, 1980; McKee and Westheimer, 1978). The specificity of

mproved performance is taken to indicate that neural plastic-
ty manifests at the ‘low’ level of primary visual cortex because
he neurons at that level have receptive field properties for the
articular visual features that have been learned. This use of
sychophysical findings to constrain the possible neural basis of
erceptual learning was termed ‘psycho-anatomy’ by Julesz (1972).

Training studies have demonstrated the specific improvement
f performance for a number of visual features that are often spa-
ial in nature, such as vernier acuity (Beard et al., 1995; Fahle et al.,
995; McKee and Westheimer, 1978; Poggio, 1995; Saarinen and
evi, 1995), orientation and texture (Karni and Sagi, 1991; Vogels
nd Orban, 1985), motion (Ball and Sekuler, 1982, 1987), and spatial
requency (Fiorentini and Berardi, 1980, 1981). What sort of speci-
city is normally reported? Learning can be spatially specific such
hat training in one visual field does not transfer to another (Karni
nd Sagi, 1991). It can also be feature specific, such that training

ith one orientation does not transfer to another orientation (Karni

nd Sagi, 1991). It is important that the underlying mechanisms of
uch specific perceptual learning have often been described as the
etuning of low level sensory areas in the brain. Psychophysical
havioral Reviews 41 (2014) 16–25 17

experiments and modeling by Dosher and colleagues have demon-
strated that such neural plasticity can, however, be accomplished
in other ways such as the reweighting of the visual channels used
for a task (Dosher and Lu, 1998; Petrov et al., 2005).

There have been some surprising cases of generalization, how-
ever, that seemed to contradict the findings of specific perceptual
learning. For example, although a previous report found train-
ing benefits restricted to one region of space, and even one eye
(Karni and Sagi, 1991), a subsequent study found that a similar tex-
ture discrimination task could transfer from one eye to the other
(Schoups et al., 1995). The ‘reverse hierarchy theory’ of visual per-
ceptual learning (Ahissar and Hochstein, 2004) was  developed to
account for apparently conflicting findings such as this. The reverse
hierarchy theory posits that the difficulty and characteristics of
a task determine the level of cortical processing at which atten-
tional mechanisms are required (see Fig. 1). An easier task that can
be carried out on the basis of more general levels of feature dis-
crimination instead drive processing and attentional resources to
higher level cortical association areas, such as the lateral intrapari-
etal area with its larger receptive fields. The harder the task and
the more specific the discrimination required, the more it tends
to drive processing and attentional resources to lower, primary
sensory areas, such as V1 with its smaller receptive fields. The
idea is that perceptual learning can occur at all cortical levels of
processing: initially higher-level areas would be recruited, how-
ever feedback connections to lower-level areas would be employed
if necessary. When perceptual learning occurs at higher-level areas,
then the training can generalize to other regions of space and to
other features (Pavlovskaya and Hochstein, 2011). However, when
perceptual learning occurs at lower-level areas, then the training
will remain specific to the spatial locations and features used during
training. Importantly the use of feedback connections for percep-
tual learning has gained support from findings in vision (Juan et al.,
2004; Zhang et al., 2008), and in audition (Wong et al., 2007).

The role of higher-level cortical areas, rather than just lower-
level striate (V1) and extrastriate areas, in perceptual learning,
as proposed by reverse hierarchy theory, has been confirmed by
other findings in the literature. For example, a novel paradigm
that involved double training, where one retinal location was
exposed to the relevant task and another to an irrelevant task
(Xiao et al., 2008). A transfer of perceptual learning was  induced
by the irrelevant training at the second location, suggesting that
higher order, nonretinotopic brain areas were involved in learning
and thus promoted location generalization (Dosher and Lu, 1998;
Petrov et al., 2005; Wang et al., 2012; Zhang et al., 2010). Reverse
hierarchy theory has provided a framework to characterize both
the specific and generalized perceptual learning in vision, and the
recruitment of cortical areas along the hierarchy of visual informa-
tion processing.

3. Auditory perceptual learning

Compared to the abundance of literature on visual perceptual
learning, the literature on the specificity and transfer of auditory
perceptual learning is scarce, though with Wright and colleagues
making many of the seminal contributions to this field in recent
years (Wright and Zhang, 2009). As with the vision literature, the
first aim in auditory research was to establish whether practice
improves performance on auditory tasks. The primary features
of interest in the auditory domain are frequency (spectral) infor-
mation and temporal information, such as the order, interval or
duration of stimuli. These features are particular important for

speech and music perception in humans. Moreover, temporal cues
can be important for spatial localization as well (Jeffress, 1948).

A prototypical paradigm for the study of auditory perceptual
learning is a temporal discrimination task (Wright et al., 1997).



18 M.J. Proulx et al. / Neuroscience and Biobehavioral Reviews 41 (2014) 16–25

Fig. 1. Figure depicting a unisensory and a multisensory reverse hierarchy theory of perceptual learning. (A) Unisensory learning is shown as being modality specific, such
that  an auditory task (green) is supported by either low-level auditory areas for specific learning or high-level auditory areas for general learning (Ahissar, 2001). A visual
task  (red) exhibits similar activity in visual areas (Ahissar and Hochstein, 2004), again with low- and high-level areas defined in afferent terms, with low-level corresponding
to  primary sensory areas and high-level to association cortex. (B) Multisensory learning is shown to represent the same possible mechanisms for two different conditions:
first,  learning under multisensory stimulation can lead to correlated activity in higher-level multisensory areas (Shams and Seitz, 2008); second, learning can progress from
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 participant is presented with two stimuli. One is denoted the
tandard and consists of two tones separated by a standard time
nterval, say 100 ms.  The comparison stimulus has a small amount
f time added to the standard interval, say 10 ms,  to assess whether
he participant can discriminate between the two. Several stud-
es have reported that training leads to improved performance
n this specific task (Fitzgerald and Wright, 2005; Wright et al.,
997).

This paradigm can also be used to test for generalization of
earning by changing the frequency of the tones to assess spec-
ral generalization, and by changing the standard temporal interval
to be shorter or longer) to assess temporal generalization. Thus far
here is evidence in the literature of generalization to new frequen-
ies, but not to new temporal intervals, with training (Fitzgerald
nd Wright, 2005; Wright et al., 1997). This depends on the nature
f the task, however. Another study examined the learning of inter-
ural time and intensity differences; these are features that are
mportant for spatial localization (Wright and Fitzgerald, 2001). In
his study of time and intensity differences, participants did not
ransfer learning to untrained frequencies. Although the major-
ty of studies have not found much generalization of auditory
earning in the temporal tasks (Karmarkar and Buonomano, 2003;

right et al., 1997), one study of duration discrimination did
nd generalization to an untrained temporal interval (Lapid et al.,
009).

Similar studies have addressed auditory perceptual learning for
requency discrimination tasks. Humans can improve in the specific
iscrimination of a particular trained frequency, with some gener-

lization to untrained frequencies, though with a gradient of poorer
erformance (Irvine et al., 2000). Similarly, another study reported
hat learning curves during a second phase of training were steeper
or previously untrained frequencies than for trained ones (Demany
lation. Activity may  then cascade back down the hierarchy such that generalization
rning either unisensory or multisensory tasks. (For interpretation of the references

and Semal, 2002). Still other studies have looked into the effect of
training on discrimination of changes in complex spectra (Gockel
and Colonius, 1997; Green, 1983).

In contrast to the lack of generalization observed in temporal
discrimination tasks, frequency discrimination learning has been
found to partially generalize to untrained stimulus durations and
intervals, and across ears (Delhommeau et al., 2002). For exam-
ple, complete generalization is possible as demonstrated by similar
improvement from the trained to untrained ear (Micheyl et al.,
2006a,b). There is also evidence that learning on frequency dis-
crimination generalizes across conditions in which the pure tone
frequency is fixed or ‘roves’ across frequencies. Both wide and
narrow frequency bands generalize to the fixed frequency with
generalization from the fixed to the narrow band in poor listeners
(Amitay et al., 2005).

When considering frequency and amplitude, training on pure
tones was found to generalize to complex tones containing har-
monics of the fundamental frequency that can be resolved by the
peripheral auditory system but not to stimuli with unresolved
harmonics (Demany and Semal, 2002; Grimault et al., 2003). In
addition there was no generalization to noise bands modulated
at the fundamental frequency implying that the auditory system
uses two  processes to encode pitch and is dependent on the reso-
lution of harmonics. The amount of learning was found to be greater
when the harmonics could be processed by the low-level peripheral
auditory system.

A further intriguing result from frequency discrimination was
shown by Amitay et al. (2005) who found an improvement in

discrimination thresholds even when the trained stimuli were
classed as impossible to discriminate between, that is when the
trained frequency differentials were 0 Hz. That improvement in
this impossible condition compared favorably to easy (400 Hz) and
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ifficult (7 Hz) conditions led the authors to posit that training,
ather than adapting a stimulus comparison mechanism, may  just
mprove the ability to attend and access low-level representa-
ions of the stimulus that are task specific. A further explanation
or these counterintuitive results was proposed by Micheyl et al.
2006a,b) who suggested that the random variability of neural
esponses to auditory stimuli may  render the different repre-
entations of identical stimuli as qualitatively different, and this
ay  be sufficient to fine tune the relevant stimulus comparison

rocess necessary for perceptual learning. Although the litera-
ure on auditory perceptual learning is smaller than that of visual
earning, the specific or generalized transfer of such learning is
eginning to be understood for a variety of auditory features and
asks.

. Multisensory and cross-modal perceptual learning and
eneralization

Although audition is clearly important for tasks such as speech
erception, the influence of other sensory inputs, particularly
ision, should not be underestimated (Shams and Seitz, 2008).
iven the scope of this review, here we will focus on multi-
ensory processes more generally, rather than the more specific
henomenon of multisensory integration (Stein et al., 2010). For
xample, the integration of visual input with its associated auditory
ignal, even if arbitrary, allows for improved discrimination of the
arget signal from the background noise (Seitz et al., 2006). This is
xemplified in Cherry’s (1953) ‘cocktail party’ situation where iso-
ation of the target’s voice is dependent on the integration of the
pecific auditory signal with the relevant facial movements. The
nfluence of vision on speech perception was demonstrated mem-
rably by the McGurk effect in which lip movements incongruent to
he spoken phoneme elicit a perceived phoneme that differs from
he actual utterance. For example, the auditory ‘ba’ overdubbed
nto the visual production of ‘ga’ is perceived as ‘da’ (McGurk and
acDonald, 1976).
Numerous behavioral studies have shown that synchronous

resentation of audiovisual stimuli facilitates superior speech
ecognition in comparison to its unimodal counterpart (Ross et al.,
007; Seitz et al., 2006; Shams and Seitz, 2008; Sumby and Pollack,
954), and that the more reliable modality has the greater influence
n the eventual perception (Alais and Burr, 2004). Interestingly,
he neural basis for audiovisual integration in speech perception
ppears to rely in part on what have been considered unimodal
ortical areas. In response to auditory speech, bilateral activa-
ion of the superior temporal gyrus and anterior and posterior
egions of the superior temporal sulcus have been reported, while
eft frontal regions such as Broca’s area are involved in pho-
etic recoding and auditory discrimination tasks (Zatorre et al.,
992). For visual speech processing such as lip-reading, activa-
ion is found in early visual areas in the occipital cortex with
urther processing in the posterior region of the STS, inferior
rontal gyrus and premotor cortex (Olson et al., 2002; Scott and
ohnsrude, 2003). Importantly, there are reports that phonetic per-
eptual learning exhibits not only specific perceptual learning,
ut generalization as well in both infant and adult participants
Hervais-Adelman et al., 2011; Kraljic and Samuel, 2006; Maye
t al., 2008). It is also interesting to note that sleep has been found
o be an important enabler of promoting generalization of phono-
ogical categories (Fenn et al., 2003). Across studies, the superior
emporal sulcus appears the likely candidate for the cross-modal

ntegration in audiovisual speech perception as not only does it
how activation in both auditory and visual speech processing
ut it also receives convergent inputs from both the auditory
nd visual cortices (Powers et al., 2012). Indeed, the adjoining
havioral Reviews 41 (2014) 16–25 19

superior temporal gyrus appears to even encode species-specific
multisensory information, such as using human voice sources
to judge source size information (von Kriegstein et al., 2007).
Transcranial magnetic stimulation has revealed that the superior
temporal sulcus plays a pivotal role in auditory–visual integra-
tion, such as that required for the McGurk effect (Beauchamp et al.,
2010).

There are many fascinating demonstrations of cross-modal
influences and mappings across sensory modalities in perception
and cognition in domains other than language. The ubiquity of such
cross-modal influences suggests that perceptual learning might
extend across modalities as well. Sometimes these effects are unidi-
rectional. For example, Grahn et al. (2011) reported that an internal
auditory rhythm representation may  be triggered during visual
rhythm perception, though not vice versa. In other cases, the cross-
modal influence goes in both directions. Kim et al. (2010) found an
auditory influence on a visual motion task. In the other direction,
King (2009) found visual influences on auditory spatial learning
whilst Dellorso and Schirillo (2010) found similar visual influences
on multiple internal auditory stimuli. The cross-modal influences
extend to the chemical sensory modalities as well. For example,
Simner and Haywood (2009) presented evidence that there are
cross-modal mappings between gustation and audition. Perceptual
learning can also generalize across sensory modalities. Nagarajan
et al. (1998) showed that while training-related improvements
in somatosensory interval discrimination were temporally spe-
cific within the tactile modality there was generalization not only
within this modality to skin location, but to the auditory modality
as well.

Transfer to other modalities does not occur with all tasks,
however. When evaluating whether training on auditory duration
discrimination facilitates visual duration discrimination, Lapid et al.
(2009) found no evidence of a cross-modal transfer effect from the
auditory to the visual modality for this task. Yet, the vast majority
of the studies on cross-modal perceptual learning have reported
some form of cross-modal transfer across modalities. Planetta and
Servos (2008), using a tactile duration discrimination task, found
generalization to motor interval production with the same tempo-
ral specifications. Sometimes the temporal intervals can transfer
in a more generalized fashion, such as in a study by Bartolo and
Merchant (2009), who used an auditory interval reproduction task
and found generalization to vision.

Given these complexities, when does perceptual learning gen-
eralize across sensory modalities? First, it appears that to have
perceptual learning with cross-modal generalization, stimuli have
to share some spatiotemporal attributes (i.e., the same duration or
same location) or possess some characteristics that facilitate the
transfer (e.g., certain durations are more likely to be generalized,
see Bartolo and Merchant, 2009). Such learning does not have to
be task relevant or at the level of awareness. As long as there is
some implicit correlation between stimuli, such as in space and
time, there is the potential for task irrelevant perceptual learning as
demonstrated in a number of studies by Seitz and Watanabe (Seitz
and Watanabe, 2009; Tsushima et al., 2008). One clear example
of such generalized learning to another, seemingly task irrelevant
modality can be observed by the improved tactile spatial acuity
in pianists (Ragert et al., 2004). Second, the characteristics that are
more salient for a given task are more likely to be generalized across
modalities (Jain et al., 2010). A combination of psychophysical
methods to limit the psycho-anatomical basis for such general-
ization (Julesz, 1972) and neurophysiological studies to limit the
neural spatiotemporal correlates of learning (Bruns et al., 2011;

van der Linden et al., 2011) will help to predict when such gener-
alization occurs, given that spatiotemporal congruence appears to
be at the core of multisensory integration and processing (Lewald
et al., 2001; Macaluso and Driver, 2005; Meredith and Stein, 1986).
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Fig. 2. Figure depicting a simplified version of the metamodal brain hypothesis. The
primary sensory cortices are labeled in terms of the form of information processed. In
blue, primary visual cortex processes spatial information. In yellow, primary audi-
tory  cortex processes temporal information (Pascual-Leone and Hamilton, 2001).
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tionally involved in tactile tasks also in sighted subjects, and these
For interpretation of the references to color in this figure legend, the reader is
eferred to the web  version of the article.)

. Sensory substitution, blindness and the metamodal brain

Generalization of learning has also been demonstrated in stud-
es using sensory substitution devices developed for translating
mages into formats that the blind or blind-folded can process

ith sensory modalities other than vision. Kim and Zatorre (2008)
ncorporated trained and novel stimuli, of varying complexity,
nto a test phase to examine the breadth of generalization possi-
le in visual-to-auditory substitution. Their findings indicated that
isual-to-auditory generalization to novel stimuli occurred within
he first week of training and was significantly influenced by stim-
lus complexity. Comparable results were found in a later study
xamining the auditory substitution of shape using tactile feed-
ack (Kim and Zatorre, 2010). This study also demonstrated that
bstraction from stimuli learned in the trained modalities (tactile-
uditory) would transfer to an untrained modality (vision).

This result supports the idea of a metamodal (Pascual-Leone
nd Hamilton, 2001) or supramodal (Kupers et al., 2011; Kupers
nd Ptito, 2011; Ricciardi and Pietrini, 2011) organization of the
rain, depicted in Fig. 2, where brain areas are involved in a
articular form of information processing (e.g., shape recogni-
ion) independently from the sensory modality that produced the
nput. Research in sighted individuals has found that different
rain regions are responsive to particular forms of visual stimuli.
wo well-known examples are the fusiform face area (Kanwisher
t al., 1997) and the parahippocampal place area (Epstein and
anwisher, 1998) that respond preferentially to images of faces
nd places, such as pictures of houses, respectively. The meta-
odal hypothesis was developed to account for evidence that the

ame brain regions normally responsive to visual categories main-
ain such response selectivity in the absence of visual experience
Ricciardi and Pietrini, 2011). For example, the lateral occipital area
s involved in the perception of object shape and identity. This was
iscovered originally with visual stimuli in sighted individuals. A
tudy of congenitally blind participants using tactile stimuli (such
s bottles and shoes) found that this same region of extrastriate cor-
ex was still activated for shape and object discrimination, and thus

ust be supramodal due to its modality-independent role in shape
erception (Pietrini et al., 2004). Furthermore the same study found
hat regions of inferior temporal cortex responded similarly for

ither the visual or tactile recognition of objects in sighted partici-
ants as well, thus also suggesting that area of cortex is supramodal.
hese results have also been supported by converging evidence in
havioral Reviews 41 (2014) 16–25

the auditory domain by using sensory substitution. A follow-up
study by Kim and Zatorre (2011) showed that an area once thought
to be visual, the lateral occipital complex, an area involved in shape
recognition (Amedi et al., 2002), was active during the shape recog-
nition task carried out with auditory stimulation using the sensory
substitution device. These studies again provided validation of the
metamodal hypothesis for the functional organization of the brain,
as have several other studies reviewed by Ricciardi and Pietrini
(2011). Interestingly, the sensory-neutral representation of shape
has been validated with sensory substation devices that specifically
use stimulation to sensory organs that are not normally used for the
purpose of shape recognition or spatial navigation, such as hearing
with the ears (Amedi et al., 2007; Brown et al., 2011; Proulx et al.,
2008) and feeling with the tongue (Chebat et al., 2011; Matteau
et al., 2010; Proulx and Stoerig, 2006; Ptito et al., 2005).

A metamodal organization of the brain is not the only possible
explanation for these results, however. First there is a distinction
between having either supra- or metamodal representations and
cross-modal plasticity (Kupers et al., 2011; Ricciardi and Pietrini,
2011). An extreme interpretation would be that metamodal rep-
resentations exist independent of developmental experience and
that cross-modal plasticity would come about through a rewiring of
cortical connections in sensory deprivation (Collignon et al., 2011;
Frasnelli et al., 2011; Kupers et al., 2011; Kupers and Ptito, 2011;
Noppeney, 2007; Ricciardi and Pietrini, 2011). However there has
not yet been any evidence of brand new neural connections, but
rather only modification and strengthening of existing connections
(Ptito et al., 2008), and increased functional connectivity (Kupers
et al., 2006; Ptito et al., 2005). Therefore the apparent recruitment
of visual cortex, for example, in auditory or tactile processing in
blindness or visual deprivation arises from the use of existing neural
connections. In this sense, cross-modal plasticity does not necessar-
ily provide a competing hypothesis for the metamodal organization
of the brain, but rather is a mechanism of perceptual learning
that unmasks existing connections and consolidates and intensifies
them (Kupers et al., 2011).

The hypothesis of a metamodal brain is corroborated by the
effects produced by long-term blindfolding of sighted participants,
for example with three weeks of sensory deprivation along with
visual-to-auditory sensory substitution training (Pollok et al., 2005;
Proulx et al., 2008). This resulted in effects of neuroplasticity in the
form of brain activation equivalent to blind participants in purport-
edly visual cortical areas but with auditory stimulation (Boroojerdi
et al., 2000; Facchini and Aglioti, 2003; Lewald, 2007; Merabet et al.,
2008). Such effects can occur in a matter of days rather than weeks.
For example, changes in functional brain activation have been
observed with only five days of visual deprivation and Braille train-
ing for sighted participants (Kauffman et al., 2002; Pascual-Leone
and Hamilton, 2001). However, the rapid changes in adult partic-
ipants are not compatible with the establishment of novel neural
connections, which therefore must already be in place. Such con-
nections certainly do exist naturally and the primary sensory areas
of the primate brain have been found to have afferent connections
from multiple sensory modalities (Falchier et al., 2002; Murata
et al., 1965; Rockland and Ojima, 2003). The observed rapid changes
may  therefore be accounted for by unmasking of existing neural
connections (Pascual-Leone and Hamilton, 2001). Moreover, recent
studies reported that sensory loss does not change the functional
specialization of a given cortical region and instead just changes
the origin of the input; see Meredith et al. (2011) for deafness and
Renier et al. (2010) for blindness. In addition, a number of reviews
of studies on humans have reported that the visual cortex is func-
provide additional evidence for the metamodal nature of the ‘visual’
brain areas revealed by tactile stimulation (Driver and Noesselt,
2008; Ghazanfar and Schroeder, 2006; Sathian and Zangaladze,
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Fig. 3. A depiction of the implications of metamodal brain organization for perceptual learning. (A) Similar to Fig. 1B, perceptual learning is here shown in a reverse hierarchy
framework, however visual information (red) is conceptualized as the primary modality for spatial tasks, and auditory information (green) is conceptualized as the primary
modality for temporal tasks (Pascual-Leone and Hamilton, 2001). (B) The impact of blindness on perceptual learning is illustrated by removing the visual (red) input. In the
metamodal hypothesis, so-called visual cortex is the area responsible for spatial processing. Thus if presented with a task that would require the spatial abilities normally
attributed to vision, such as shape perception (Amedi et al., 2007), then auditory stimulation (green) can activate and induce perceptual learning in these ‘visual’ areas. Note
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002; Zangaladze et al., 1999). Finally, Poirier et al. (2006) reported
hat blind participants exhibited equivalent patterns of activation
f visual and auditory areas as sighted participants during auditory
otion judgments.
The areas of the brain appear to be organized by sensory modal-

ty. However, this might instead reveal which sensory modality is
ominant for a particular form of computation, such as relying on
etinotopic maps in visual cortex for spatial tasks (Pasqualotto and
roulx, 2012). As noted by Pascual-Leone and Hamilton (2001), it
atters less where information originates, but instead it matters
ore what the information is for so one can respond appropriately.

his is sensible considering that electrochemical information trans-
er is the basis of the neural code, so there are no a priori restrictions
n information processing due to its origin or sensory modality.

. A metamodal framework for multisensory perceptual
earning

The perceptual learning evidence described in previous sec-
ions can be mapped on to a metamodal framework, depicted here
n Fig. 3. The key idea is that auditory brain areas contain the
rocessing modules that are best at detecting and discriminating
emporal patterns. Although there is evidence for the representa-
ion and segregation of both what and where information in both
uditory and visual cortex (Collignon et al., 2011), particularly with
ensory substitution, the auditory cortex is still optimal for the

rocessing of temporal information. For example, Bao et al. (2004)
eported non-auditory temporal discrimination in auditory areas
f the brain. Likewise the visual cortical areas might contain the
rocessing modules that are best at detecting and discriminating
tivation of these areas can give rise to visual phenomenology as reported by Ward
odal hypothesis. (For interpretation of the references to color in this figure legend,

spatial patterns. Thus when Grahn et al. (2011) found that visual
rhythm perception evokes an internal auditory rhythm represen-
tation, this is due to the temporal nature of the task. In contrast,
a spatial task, even with auditory presentation, will evoke visual
representations (King, 2009). Figs. 2 and 3 show how the sensory
cortices can be classified by the form of information they process
best: spatial processing in visual cortex, and temporal processing
in auditory cortex. Although these are each sensory-specific areas,
they also can receive information either directly or indirectly from
other sensory modalities (Pascual-Leone and Hamilton, 2001).

7. A reverse hierarchy theory of multisensory perceptual
learning

The metamodal theory of functional brain organization provides
an explanation of findings about the physical basis of neural infor-
mation processing. Theories of perceptual learning, such as the
reverse hierarchy theory, provide an explanation of the cognitive
basis for information processing. The union of these two theories
can therefore provide a more complete view of the literature on
perceptual learning and provide additional explanatory power and
predictions that are not possible with either theory alone. A unified
model for multisensory perceptual learning should describe brain
areas not by the source of their inputs (i.e., eyes, ears, etc.), but
instead by activation determined by the cognitive level and physical
type of processing required by the task, as depicted in Fig. 3.
The transfer of perceptual knowledge across modalities is a
complex adaptive phenomenon that takes into account the spa-
tiotemporal congruence of the stimuli and their relevance for the
task (Angelaki et al., 2009; Deneve and Pouget, 2004; Holmes and
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pence, 2005). This can explain the somewhat mixed results asso-
iated with the transfer of perceptual knowledge across modalities.
n their review on multisensory learning, Shams and Seitz (2008)
upport the idea that multisensory learning improves learning
erformance because multisensory information produces broader
rain activation involving both unisensory and multisensory areas
see Fig. 1B). Additionally, they note that human cognition evolved
n a multisensory environment while our daily interaction with the
xternal world is multisensory too, such that multisensory learning
s more ecologically relevant than unisensory perceptual learning.

Must the multisensory model of perceptual learning operate
ndependently of the standard unisensory model? The primary dif-
erence between these two states of perceptual learning is whether
here is unisensory stimulation or correlated multisensory stimu-
ation. This is illustrated in Fig. 1A where learning progresses from
rimary sensory areas to higher-level areas for that modality, under
nisensory stimulation, or instead in Fig. 1B where learning under
ultisensory stimulation leads to correlated activity in higher-level
ultisensory areas. As a result of the differential stimulation, corti-

al areas related either to one sensory modality or to multisensory
rocessing are implicated in learning that might then be either
pecific or generalized. Reconsidering this from the perspectives
f the metamodal brain theory and the reverse hierarchy theory
an provide a unified description of perceptual learning and make
ovel predictions for future work.

First consider how the metamodal perspective impacts both the
nisensory and multisensory states, as depicted in Fig. 3. Research
n sensory deprivation (Amedi et al., 2007; Merabet et al., 2005;
asqualotto and Proulx, 2012) has revealed that a number of spa-
ial tasks activate visual cortical regions, such as Braille reading,
uditory tasks, and allocentric spatial tasks. Although the input
ould be auditory, and certainly activate primary auditory cortex,
he spatial nature of a task like shape perception would also activate
visual’ cortex to carry out the necessary computations (Amedi et al.,
007). Merabet et al. (2009) found that disruption of visual cortex
rocessing through TMS  impaired the ability of a blind user of a
isual-to-auditory sensory substitution device to identify objects,
hus making the functional relevance of the so-called visual cortex
ssential to processing in what otherwise would have been con-
idered to be an auditory task. This occurs in the tactile domain
s well. The functional relevance of the activation of visual areas
n haptic tasks was corroborated by TMS  studies that transiently
locked the activity of the visual cortex producing a drop in the
aptic task performance (Cohen et al., 1997; Sathian, 2005). At this
ime it is unclear whether these cross-modal interactions might
ccur through direct connections between primary sensory areas
r through processing routed through multisensory areas in asso-
iation cortex; both possibilities are illustrated in Fig. 3.

The key to unifying unisensory and multisensory perceptual
earning with the metamodal perspective appears to be stimulus
r task complexity, which is a core aspect of the reverse hierarchy
heory. Compared to the unisensory standard model of perceptual
earning, tasks that are either multisensory in nature or require
omplex learning are richer and less likely to be defined by single
ow-level features. At the very least a conjunction of several fea-
ures or stimuli defines this richness, such as congruent audiovisual
timulation or the complex spatiotemporal patterns in Braille read-
ng. Although Braille reading has been found to stimulate and even
equire low-level visual cortex in the blind (Cohen et al., 1997) or
lindfolded (Kauffman et al., 2002; Pascual-Leone and Hamilton,
001), clearly this must be mediated by higher-order areas that, at
he very least, re-route such processing from primary somatosen-

ory cortex to visual cortex for spatial decomposition, recognition,
nd reading. As a result, learning takes place in higher-order areas
eyond a single primary sensory cortical area, thus making general-

zed learning possible beyond the specific learning gains that would
havioral Reviews 41 (2014) 16–25

otherwise be expected. This is depicted in Fig. 3A, where learning
might progress from primary sensory areas to higher-level areas
with multisensory input and then follow feedback connections
to yet other primary sensory areas for another modality. Candi-
date multisensory areas could be high-level unisensory areas that
have revealed multisensory input such as anterior inferotempo-
ral cortex (Cappe et al., 2009; Iwai et al., 1987; Tompa and Sary,
2010), or even multisensory areas, such as the superior tempo-
ral gyrus (Shams and Seitz, 2008) or posterior superior temporal
sulcus (Powers et al., 2012). The combination of larger receptive
fields and weak feature preferences make these multisensory or
higher level areas likely candidates for the neural basis of cross-
modal influences reported in the literature (Grahn et al., 2011;
King, 2009). In addition, studies on multisensory processing and
integration (Beauchamp, 2005; Calvert and Thesen, 2004; Small,
2004) suggest that associative areas should not be too specific for
pairs or triplets of sensory modalities, again suggesting these areas
are good candidate areas for consideration in future research given
that any areas with multisensory processing responses, even high
level areas once thought to be unisensory, are also truly metamodal
in nature. It might be that some multisensory areas are restricted
to particular combinations of modalities, such as visual–auditory
or visual–tactile, however moving further up the hierarchy would
likely lead to omnimodal areas responsive to all sensory input.
Clearly further research delimiting a functional hierarchy of sen-
sory modality processing and interactions would be an exciting
avenue for investigation.

A multisensory reverse hierarchy theory could therefore be
used to derive new predictions. One such example would be
that a unisensory stimulus might be able to draw on cortical
processing in higher order areas that are multisensory in nature
(see Figs. 1B and 3A). Although research in auditory perceptual
learning of temporal interval discrimination, for example, seems to
generalize to novel frequencies after a long bout of learning, it does
not generalize to novel temporal intervals (Wright et al., 2010). A
new prediction could be that a richer stimulus made up of a band
of frequencies would drive perceptual learning to a higher order
level of cortical processing that would then also make generaliza-
tion to new temporal intervals more likely. Ahissar et al. (2009)
noted that, for an auditory reverse hierarchy theory, if perceptual
learning is possible with a more complex stimulus, then specific
benefits could be seen at both lower and higher level representa-
tions. Lower levels of cortical processing would be sufficient for
improvements with specific frequency bands and temporal reso-
lution (Batra et al., 1997), but higher levels of cortical processing
that integrate across spectral and temporal categories would be
necessary for generalization (Zatorre et al., 2004).

Further predictions could be made regarding the nature and
extent of cross-modal transfer of learning. In particular the merg-
ing of reverse hierarchy theory with the metamodal theory of brain
organization suggests that cross-modal transfer should occur in
situations where the task relies on computations that are nor-
mally associated with a primary sensory area other than that
which is being stimulated. Therefore, on the basis of findings in
visual perceptual learning (Ahissar and Hochstein, 1997), complex
multisensory tasks might shift neural activation to areas perform-
ing both high and low level information processing, while a less
demanding multisensory task will mainly activate the areas per-
forming high level processing (Pavlovskaya and Hochstein, 2011).
Thus, in the case of a complex task the ‘extra’ activation will
promote strong cross-modal generalization. Findings that learn-
ing in a somatosensory interval discrimination task generalized to

the auditory modality suggest that perhaps the superior temporal
processing in the auditory modality is used as the metamodal area
for such temporal discrimination tasks (Nagarajan et al., 1998). Ulti-
mately it should be possible to distinguish the role of the richness
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f the input from the nature of the task to determine whether it is
he reverse hierarchy or the metamodal aspect that mostly drives
he specific or general level of learning that is found.

. Conclusion

A greater understanding of how complex unisensory stimula-
ion might promote cross-modal generalization is interesting in its
wn right, but also for understanding the basis of sensory substi-
ution. A key goal of sensory substitution work is to provide the
ull suite of cognition and behavior that normally accompanies the

issing sensory modality, including the phenomenal experience
f it (Proulx, 2010; Ward and Meijer, 2010). Numerous studies
ave reported activity in putative visual areas of the brain dur-

ng auditory or tactile stimulation by a sensory substitution device
Amedi et al., 2007; De Volder et al., 1999; Ptito et al., 2005; Renier
t al., 2005). Although some long-term users of such devices have
eported great facility at using the device and even phenomenal
visual’ experience (Ward and Meijer, 2010), the difficulty of learn-
ng to use such a device seems to inhibit widespread adoption of
heir use. Key to such a device is a form of cross-modal transfer of
erceptual learning, where one can receive visual information via
uditory stimulation from a device like The vOICe (Meijer, 1992)
nd associate that with tactile feedback. A greater understanding of
ultisensory perceptual learning can arise from the use of sensory

ubstitution as an experimental tool to examine such cross-modal
earning and generalization. Furthermore, a greater understanding
f a metamodal reverse hierarchy theory would allow for advances
n sensory substitution that best take advantage of how the human
rain achieves multisensory perceptual learning.

Although the primary focus here was to unify research in the
isual and auditory modalities, further theoretical development
hould be able to extend this account to other modalities only
riefly mentioned here, such as tactile perception. There are cer-
ainly a number of studies that have examined specific perceptual
earning, generalization, and the impact of sensory deprivation in
he tactile domain (Karim et al., 2006; Sathian and Zangaladze,
998; Wong et al., 2011), making this a theoretically rich area to
xplore.

Perceptual learning can offer insights in how neural plasticity
ffects brain activity and human behavior. In particular, here we
imed to integrate the reverse hierarchy theory, which offers an
legant paradigm to interpret empirical results and forge new pre-
ictions, with the metamodal brain theory, which provides a novel
aradigm to interpret brain functioning and development. The

ntegration of these two perspectives enables a more compelling
nterpretation of the often counterintuitive results from studies
n sensory deprivation and sensory substitution, which represent
he vanguard of the research on neural plasticity. Future investiga-
ions will need to assess whether multisensory perceptual learning
ould mitigate the impact of sensory deprivation (e.g. blindness),
nd whether it could improve the learning of novel skills.
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